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Preface

The theory of dissipative systems builds on a great deal of prior work, most
notably on research on passive systems and on stability. It can be viewed as an
extension of passive systems theory. It was J.C. Willems who introduced the label
“dissipative” and provided the first and most basic stability results.

The material in this book comes largely from research done by the author
in collaboration with D. Hill, mostly at the University of Newcastle, New South
Wales, but also at the University of California, Berkeley. The results for large-scale
interconnected systems, which in some ways form the central core of the book, were
inspired by results by M. Vidyasagar on interconnected passive systems. Some of
the later chapters contain previously unpublished material.

Newcastle, NSW, Australia Peter Moylan
August 2014
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CHAPTER 1

Introduction

1. Background

A dissipative system is one that dissipates energy.
That, of course, is too imprecise a statement to base a proper theory on. Even

so, it is a good starting point for thinking about what dissipativeness means.
Historically, the theory of dissipative systems comes from the theory of passive

systems, which in turn owes much to electrical circuit theory. A passive circuit is
one made from only passive components: resistors, inductors, and capacitors. To
make the theory logically complete, we have to add transformers and gyrators to
this list; these are two-port or multiport devices that are power-neutral, in that
power out is always equal to power in. Resistors consume electrical energy and
turn it into a non-electrical form, usually heat. They can never produce energy.
(We exclude the case of resistors with negative resistance. These are not considered
to be passive.) Inductors and capacitors can store energy, and later release it, but
they can never release more energy than was supplied to them.

Negative-valued capacitors and inductors are not passive, because they can
store negative energy. We shall later see that instead they have a property called
cyclo-passivity.

It is a well-known result — it follows from Kirchhoff’s laws — that any circuit
made up of passive components is itself passive. For this result to make sense,
however, it is necessary to define what we mean by a passive circuit, as distinct
from a passive component. To do this, we model the circuit as something that
has both internal components and external ports. Each port has a voltage and an
incoming current. The product of port voltage and current is, of course, the power
input at that port. If we sum this over all ports, we get the total power input to the
circuit as a function of time. The integral of this power is the total energy input
since the initial time. To avoid complications, we assume that there is no initial
stored energy. Then we call the circuit passive iff

∫ T

0

v(t)T i(t)dt ≥ 0

for all T ≥ 0, where v(t) is the vector of port voltages, i(t) is the vector of corre-
sponding port currents, and the superscript T indicates vector (or matrix) trans-
pose.

In control and systems theory we use inputs u and outputs y, so that the
passivity criterion becomes

∫ T

0

y(t)Tu(t)dt ≥ 0

This is consistent with the electrical circuit case if we define the port voltages to
be the outputs and the port currents to be the inputs. (Or conversely; or even a
mixed allocation.) The integral in question is still a measure of energy, and the
passivity condition is still that the net energy transfer, from the initial time up to
any arbitrary time T , be into the system (positive, or at least nonnegative). This
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2 1. INTRODUCTION

does not rule out the integrand going negative some of the time. There can be an
outward energy flow, as long as it does not exceed the energy previously put into
the system.

It is, of course, possible to find other physical systems where the product of
input and output has the dimensions of power. Consider, for example, a rotating
machine where the input is the shaft torque and the output is the rotational speed.
Such systems can be treated by exactly the same theory, without change. An
example of the relevant theory is a result that says that a passive system, subject
to certain assumptions, is stable. Much of this book will be about such results.

Now, it will turn out that none of that relevant theory will require that the
“energy” in our calculations correspond to real physical energy. We can work with a
product of input and output without any requirement that that product be anything
more than a mathematical abstraction.

Having taken that step, we are in a position of being able to define an arbitrary
supply rate: some function of input and output that can be more complicated than
a simple product of input and output. That lets us say that a system is dissipa-
tive with respect to that supply rate if a certain “energy” inequality is satisfied.
Naturally we do not require that this “energy” have anything to do with physical
energy. We are happy to work at an abstract level provided that we can, at some
stage, use these abstractions to deduce useful properties like stability.

The concept of a dissipative system is primarily due to J.C. Willems. The
most readable approach to the Willems approach to dissipativeness can be found
in [Wil72].

This book presents our approach to the theory of dissipative systems. We
depart from the Willems approach in two ways:

(1) Willems defined dissipativeness in terms of the existence of an internal
storage function, in addition to some other conditions. We prefer to de-
fine dissipativeness as a pure input-output property, and then to deduce
the existence of a storage function as a consequence of that input-output
property. This allows us to carry along a parallel development of both
input-output and state-space properties.

(2) The bulk of our work concentrates on supply rates that are quadratic
functions of input and output. There has been a certain amount of past
research, including that of Willems, that has obtained useful results for
linear systems and quadratic supply rates. What will be seen in this book
is that even without linearity we can get useful results for the case of
quadratic supply rates.

Despite these differences, much of the material in the early chapters overlaps
the results of Willems. The differences become more important once we get to
results about stability and instability.

Before proceeding, it is worth noting that the term “dissipative system” can
also be found in the thermodynamics literature. This is a mere coincidence of
terminology. The property discussed in connection with thermodynamics does not
appear to have much of an overlap with the ideas of systems theory.

In the remainder of this chapter we will look at some of the ideas that led up
to the notion of a dissipative system (in our sense). Chapter 2 will then pin down
more precisely what we mean by dissipativeness.

2. The notion of a dynamical system

A system, in the formalism that we are going to use, is something that has an
input u, an output y, and some sort of operator G that relates the output and input
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via the equation

y = Gu

The operator G can be linear or nonlinear. When it is nonlinear, it is more common
to see the equation written as

y = G(u)

In this book, however, we will find it convenient to drop the parentheses except
where absolutely needed to avoid confusion.

In the vast majority of applications of system theory, the signals u and y are
functions of time. In that case, their values at time t are denoted by u(t) and y(t),
respectively. Very occasionally, they are functions of something else. In picture
processing, for example, our signals are functions over a two-dimensional space. In
electrical field theory, the signals of interest are vector functions of both space and
time. We should be able to allow any of these possibilities in a well-developed theory.
That means that we have to introduce the concept of a signal space, which roughly
speaking means the set of all possible signals for the system under consideration.
We shall return to that detail in the next chapter.

Let us note, in passing, that it is not absolutely essential to divide up our
signals into two classes called inputs and outputs. It would be entirely possible to
develop a systems theory that simply called all external variables and possibly also
the internal variables signals, without further discrimination. Most of the existing
system theory does, however, make a distinction between inputs and outputs, so we
will continue to look at a system as a map between inputs and outputs in this book.
It should be noted, nevertheless, that in applications it often turns out that the
decision as to whether a particular variable is an input or an output is an entirely
arbitrary one.

The notation suggests that to each input there is a unique output. Actually,
much of the theory works equally well if we define G to be a set of pairs (u, y), with
no requirement of uniqueness. We shall not, however, take that step in this book,
because the notation y = Gu is so much more readable.

We call the operator G memoryless if the value of y(t) depends only on the
value of u(t), and not on the past or future values of the input. Most of the time we
shall not need to talk about memoryless operators, because nearly all interesting
classes of systems have some memory. Even so, there are plenty of examples where,
even though a system has memory, it still has some memoryless subsystems.

We call G causal if the present value of the output depends only on the past and
present values of the input, and not on the future values. A more formal definition
will be given in the next chapter. Most of the time we will be studying only causal
systems.

3. The property of passivity

For the sake of having a concrete example, let us consider an electrical n-port
circuit, where u(t) is the vector of port voltages and y(t) is the vector of port
currents at time t. (This is not the only way to allocate inputs and outputs, but
it is one common way.) With a suitable allocation of sign conventions, the power
flowing into the circuit at time t is

p(t) =
∑

ui(t)yi(t) = y(t)Tu(t)

where the superscript T represents vector transpose. Thus, the total energy into
the circuit, over the time period t0 to t1, is

E(u, t0, t1) =

∫ t1

t0

y(t)Tu(t)dt
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This formula is valid for any electrical n-port, whether linear or nonlinear, time-
invariant or time-varying.

Traditionally a circuit is called passive if it contains no energy sources. It can
dissipate energy by turning it into heat, and it can store energy in inductors and
capacitors, but it cannot put out more energy than has been put into it. In other
words, a passive circuit has the property that

E(u, t0, t1) =

∫ t1

t0

y(t)Tu(t)dt ≥ 0

for any input u — that is, for any time history of input voltages — and for any
t0 and any t1 ≥ t0. Although this inequality has been derived from the traditional
definition of passivity, the modern tendency is to use the inequality as the definition
of passivity.

For most of this book we will be concerned only with time-invariant systems,
since those are the most common systems of interest. If a circuit or system is time-
invariant then any choice of starting time is as good as any other. That means that
the above condition can be simplified to

E(u, 0, T ) =

∫ T

0

y(t)Tu(t)dt ≥ 0

for any u and any T ≥ 0. Of course, this works only in the time-invariant case.
It is tempting to simplify the condition even further to E(u, 0,∞) ≥ 0. That,

however, would be an unjustified step. Although the infinite-time condition says
that the circuit cannot ultimately deliver any net energy, it allows the possibility
that initially some positive energy is produced. (But is later taken back.) We do
not consider a circuit with that property to be passive. An example of such a
circuit would be one built from positive resistors and negative capacitors. In a later
chapter, we will call that sort of circuit ultimately passive or cyclopassive, but not
passive.

4. Taking stored energy into account

Strictly speaking, the passivity condition of the last section should be called
“external passivity”. Alternatively, it should be qualified by a condition like “if
there is no initial stored energy”. If we make a circuit from passive components,
but then charge up the capacitors before time 0, the circuit can of course deliver
some energy after time 0.

In terms of definitions, there are two ways that one can treat that scenario. One
way is to say that an initially energised circuit is not passive, even if it meets the
passivity criteria in every other way. The other is to modify the defining inequality
in such a way as to include an initial energy term. There are good arguments for
both points of view. They are discussed in [MCS82], where a distinction is made
between “a circuit” and “an instance of a circuit”. The approach that will be taken
in this book is to make a distinction between the concepts “internally passive” and
“externally passive”. We will, in fact, put considerable effort into looking at the
connection between those two properties. When only an input-output model of the
circuit or system is available — that is, when we know nothing about the internal
state — then the external properties are the only things we can work with.

If, on the other hand, we have a state-space model, we can introduce the notion
of a stored energy φ(x) that depends on the internal state x. Then, by an obvious
extension of the arguments of the last section, the passivity definition becomes

initial stored energy + energy input ≥ final stored energy



6. FINITE GAIN SYSTEMS 5

That is,

φ(x(t0) +

∫ t1

t0

y(t)Tu(t)dt ≥ φ(x(t1)

This is the property that we will call internal passivity. Whether we work with in-
ternal or external passivity will depend on whether a state-space model is available.

In later chapters we will find it convenient to introduce a factor of 2 into the
integrand in this inequality. (It will, it turns out, save us from having to put a
factor of 1/2 into some of the other formulae.) The only thing that this will change
will be to make the conceptual stored energy φ(x) twice the physical stored energy,
a detail that is no more important than a decision to use a different set of units.

5. Passivity and stability

Informally, we call a system unstable if a bounded input can lead to an un-
bounded output. (More precise definitions will be saved for a later chapter.) In-
tuitively, we feel that this can happen only if the system is producing energy, or
has some internal energy source; otherwise, the response is going to be damped. A
more careful investigation shows that this intuitive judgement is very close to the
truth. There are borderline cases that force us to require something called “strong
passivity” rather than mere passivity, but with that proviso it is true that passivity
implies stability.

The real strength of this result is the known fact that, if we connect a number
of passive circuits together, the overall circuit is still passive. That potentially
means that we can deduce the stability of a circuit that is too complicated for easy
analysis. The strong passivity requirement adds some complications, but they are
not major complications.

Once we move beyond electrical circuits, essentially all of the passivity theory
continues to be valid. There are other physical systems where the product of
input and output still represents power. (Think of the torque and speed of a
rotating machine, for example.) More importantly, though, the theory that shows
that passivity implies stability does not require that the integral in the defining
inequality should have any meaning in terms of physical energy. The theory works
perfectly well if the stored energy function φ(x) represents some sort of pseudo-
energy that has nothing to do with real physical energy.

The idea that we can do something with pseudo-energy dates back to the second
method of Lyapunov for proving stability. It is now very well understood that
Lyapunov functions still work even if they have nothing to do with energy. All that
is required is that they have the right mathematical properties.

Is an interconnection of passive systems itself passive? For electrical circuits,
the answer is clear. For anything else, it depends on how we define “interconnec-
tion”. In a later chapter we will look at what kinds of interconnection work, in
terms of preserving the stability property.

6. Finite gain systems

Let us temporarily move away from passive systems, and look at an apparently
unrelated property. For any given time T ≥ 0, let uT denote a truncated version
of the input u, where u(t) has been set to zero for all t ≥ T ; and similarly for yT .
Then we say that the system has finite gain if there exists a constant k such that

‖yT ‖ ≤ k ‖uT‖
for any u, and any T ≥ 0. (Note that the same k is required to work for every
T .) As usual the double lines denote a norm. This condition is often taken to be
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the definition of input-output stability, and indeed it is how we will define external
stability in this book.

Strictly speaking, we cannot proceed without defining which norm we mean,
because there are infinitely many ways to define a norm. In finite dimensional spaces
this does not matter, because there is a sense in which all norms are equivalent to
one another; but our inputs and outputs are functions of time, and therefore live
in infinite-dimensional spaces. In practice, the answer is “the norm we used when
defining the system model”.

If finite gain is to be used as the definition of input-output stability, then of
course finite gain implies input-output stability. That is not a very interesting
result. There are other questions that are worth pursuing, though. Does finite gain
stability imply internal stability? (The answer is yes, subject to some technical
conditions.) Does an interconnection of finite gain systems still have the finite gain
property? (No, in general, but we can find situations where it is preserved.)

7. The extension to dissipative systems

Let us digress slightly and consider the Nyquist stability criterion for a simple
feedback loop. This criterion says, in essence, that the loop will become unstable
when the loop gain becomes -1. (Which is effectively +1 when we consider that
we are using negative feedback.) That is, when the magnitude of the loop gain
becomes 1, and its phase becomes 180 degrees. If the loop gain never gets that far,
the system is stable.

A result known as the small gain theorem, which also works for nonlinear
systems, is based on ensuring stability by making sure that the magnitude of the
loop gain is always less than 1.

At the other extreme, a linear passive system has the property that its phase
shift is always between -90 and +90 degrees. Thus, two linear passive systems in
tandem must have a phase shift between -180 and +180 degrees. The addition of
a “strict passivity” condition can ensure that the phase shift lies strictly between
these bounds. That means that the Nyquist condition is satisfied, even though we
have looked only at the phase shift and ignored the magnitude.

As it happens, this result can be extended to nonlinear systems, even though
we no longer have a good definition of phase shift. The result is then known as the
“positive operator theorem”.

An obvious question that now arises is whether we can find some sort of inter-
mediate property where gain magnitude and phase can be traded off against each
other. This would presumably produce a range of results, with passivity at one
extreme of the spectrum, and finite gain at the other end.

One such result was introduced by Zames [Zam66] with his introduction of
the notion of conicity. For linear systems, conicity is a property that confines a
transfer function to avoid a circle in the complex plane. At one extreme the circle
is centred at the origin and we have a finite gain condition. At the other extreme,
the circle degenerates into a straight line, and we have a passivity condition.

Simultaneously and independently Sandberg [San64] came up with his own
way of unifying the finite gain results and the passivity results. It is interesting to
note that, although the final results in the Sandberg and Zames papers are roughly
equivalent, the paths that they took to get those results were very different.

The results in the present book are in a sense extensions of the Zames and
Sandberg results, but via yet another path. Our results can be seen as following
on from work by J C Willems [Wil72], who defined the concept “dissipative” in a
very general way.
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Consider again the definition of finite gain. The signal norm that is probably
the most used in systems theory is the L2 norm. With this choice, the finite gain
condition becomes

∫ T

0

(
−y(t)T y(t) + k2u(t)Tu(t)

)
dt ≥ 0

When we put it this way, the similarity to the passivity definition becomes a little
clearer. We can include both possibilities if we allow an arbitrary quadratic function
as the integrand. That is, we are motivated to look at the condition

∫ T

0

(
y(t)TQy(t) + 2y(t)TSu(t) + u(t)TRu(t)

)
dt ≥ 0

for some given matrices Q, S, and R, with Q and R symmetric. This, in fact, is the
property that will be called (Q,S,R) dissipativeness in the remainder of this book.

Not all choices of Q, S, and R lead to interesting results. Consider, for example,
the case where S is zero, and Q and R are positive definite. Here it is obvious that
the inequality is satisfied regardless of what happens to the inputs and outputs.
That means that it is not a property of the system being studied. What we need,
instead, are the properties that

(1) If we could freely choose the values of u and y, then it would always be
possible to find values of u and y such that the integrand goes negative.

(2) Nevertheless, the overall integral will still be nonnegative, because we can
not freely choose u and y; our choices are constrained by the condition
y = Gu.

If that is true, we can say that (Q,S,R) dissipativeness is a meaningful property,
rather than merely being a property of the matrices. It should be clear that there
is still plenty of room to find interesting families of Q, S, and R. For example,
passivity is (0, I, 0) dissipativeness, and finite gain is (−I, 0, k2I) dissipativeness.





CHAPTER 2

Defining dissipativeness

1. Overview

The purpose of this chapter is to define what we mean by a dissipative system.
To begin with, we need to look at some mathematical prerequisites.

2. The mathematical setting

The material in this section will already be familiar to most readers. Never-
theless, we need to define the scope of what we are talking about.

The signals — the inputs and outputs — that we need to work with will live
in linear spaces. A linear space is a set of vectors, and two defined operations:
addition of two vectors, and multiplication of a vector by a scalar. (We can skip
the full formal definition, because it is available in a large variety of mathematical
texts.) The scalars live in a field F , so we can describe our linear space as the
pair (V, F ), where V is the set of vectors and F is the field. In the majority of
system theory applications the field is either the field of real numbers or the field
of complex numbers, but we should not rule out other possibilities.

To work with concepts like stability, we need some notion of the size of a vector.
The usual way of doing this is by introducing a norm. Let (V, F ) be a linear space,
where F is a field in which the inequality |α| ≤ |β| can be given a meaning. (Not
all fields have this property. Consider, for example, the field of integers modulo p,
where p is a prime number.) Then we call the space a normed linear space if there
exists a norm ‖·‖ mapping vectors to values in F , with the properties

(1) ‖v‖ ≥ 0 for all v, and ‖v‖ = 0 iff v = 0.
(2) ‖αv‖ = |α| ‖v‖ for any scalar α.
(3) ‖v1 + v2‖ ≤ ‖v1‖+ ‖v2‖ (triangle inequality).

In fact we need something a little stronger than this: an inner product space.
An inner product is a scalar-valued function of two vector variables, written 〈·, ·〉,
with the properties

(1) 〈x, y + z〉 = 〈x, y〉+ 〈x, z〉
(2) 〈x, αy〉 = α 〈x, y〉
(3) 〈y, x〉 = 〈x, y〉∗, where the star denotes complex conjugate
(4) 〈x, x〉 ≥ 0 for all x, and 〈x, x〉 = 0 iff x = 0.

Note that property 3 makes sense only if the underlying field is the field of real
numbers or the field of complex numbers. Thus, we will not attempt to continue
to allow more general fields.

It is easy to prove that the function

‖x‖ =
√
〈x, x〉

is a valid norm, usually called the induced norm. Therefore, every inner product
space is a normed linear space.

For any linear operator Q, its adjoint Q∗ is the linear operator defined by

〈Q∗x, y〉 = 〈x,Qy〉
9
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In the case of matrices, the adjoint is just the complex conjugate of the transpose of
the matrix. (Or, for real matrices, just the transpose.) A linear operator Q is called
self-adjoint if Q∗ = Q. There is no corresponding concept for nonlinear operators.

The notation Q ≥ 0 will be used to mean 〈y,Qy〉 ≥ 0 for all y. We call
such an operator nonnegative definite. (Some authors prefer the term “positive
semidefinite”.) If we have the stronger property 〈y,Qy〉 > 0 for all y 6= 0 then
we call Q positive definite. The properties “negative definite” and “nonpositive
definite” are defined similarly.

For a finite-dimensional Euclidean space, the obvious choice of inner product is
the well-known dot product of two vectors, commonly written in matrix notation as
xT y, or x∗y if we are working with complex numbers. (This time, the superscript
star denotes the complex conjugate transpose of a matrix or vector.) In most of
our applications, though, the vector spaces of interest are function spaces. A very
common choice of function space is the space L2[0,∞), where the inner product is
defined as

〈f, g〉 =
∫ ∞

0

f(t)T g(t)dt

That is if we are working with continuous-time systems. For discrete-time systems,
a suitable choice of inner product is

〈f, g〉 =
∞∑

k=0

f(k)T g(k)

That serves as a reminder that we also need to define a time line, being the in-
dependent variable for the functions in our function space. This is usually the
continuous half interval [0,∞) or its discrete-time equivalent. There are, however,
some applications where it makes more sense to define the time line as (−∞,∞).

Having defined a time line, we need to define a thing called the causal truncation
operator PT . This is, in the most general case, an orthogonal projection operator
— that is, a linear operator with the properties P ∗

T = PT and P 2
T = PT — from

the signal space to itself. Since we are going to use it to define causality, a useful
choice of projection is

(PT f) (t) =

{
f(t), for t < T
0, for t ≥ T

Note that this works equally well in continuous time or discrete time.
We are going to restrict our attention to causal systems. A system is called

causal if the output at any time is independent of future inputs. Equivalently, it is
causal iff the output up until time T is the same for two inputs that are identical
until time T . That is, if

PTGu = PTGPTu for all u

We usually write this as

PTG = PTGPT

We call the system anticausal if it would be causal with the time direction reversed.
That is, if the output depends only on the future input. This is not a very interesting
property in itself, since it is rare to meet an anticausal system, but it paves the way
for our next definition: G is memoryless iff it is both causal and anticausal.

It is actually more common to define causality by the condition

P̄TG = P̄TGP̄T

where
(
P̄T f

)
(t) =

{
f(t), for t ≤ T
0, for t > T
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The difference, of course, lies in how we treat the signals at time t = T . These
two definitions of causality are in fact equivalent, although it takes some thought
to see why. For continuous-time systems, the difference between PT and P̄T is of
only minor significance. There is a bigger difference in the case of discrete-time
system models. Our preference for defining PT the way we do is that it simplifies
the notation in the discrete-time case.

The frequent requirement for dealing with truncated signals makes it convenient
to define a truncated inner product

〈x, y〉T = 〈PTx, PT y〉

The fact that PT is both self-adjoint and idempotent means that

〈PTx, PT y〉 = 〈PTx, y〉 = 〈x, PT y〉

That is, we can truncate either or both of x and y, and get the same result.

3. Signal spaces

Since we are going to use inner products extensively in what follows, it is
tempting to define a (linear or nonlinear) system G as a map from an inner product
space U to another inner product space Y . It turns out, however, that this is not
good enough. For one thing, it excludes the possibility of persistent inputs such
as sine waves, because they would have infinite norms for most choice of norm.
Secondly, it is hard to discuss stability in such a setting. Stability means, roughly
speaking, that bounded inputs should produce bounded outputs. (There are several
good alternative ways of making this more precise.) That means that we have to
be able to consider the possibility that, for an unstable system, an input in U could
produce an output that is not in Y .

The way to resolve this is to define a larger space

Ue = {u : PTu ∈ U for all T }

and similarly for the output space Ye. The subscript “e” stands for “extended”.
Now our signals do not have to have finite norm, as long their causal truncation has
finite norm. Obviously the norm of the truncated signal will grow with T , possibly
without bound, but that is acceptable.

Now we can say that G maps Ue to Ye. The smaller spaces U and Y are often
called the spaces of small signals.

Stability is now easy to define. We say that G is input-output stable if u ∈ U
implies Gu ∈ Y , and input-output unstable if there is at least one input that
violates this condition. It is convenient to define the set

K(G) , {u ∈ U : Gu ∈ Y }

With this notation, G is input-output stable iff K(G) = U .
Let us note that in this book we will be considering only time-invariant systems.

That is, a time shift in the input will have no effect on the output except to shift
it by the same amount. It is not difficult to extend the theory to time-varying
systems, but the notation becomes more complicated, and some of the theorems
require some side conditions to rule out awkward behaviour.

4. The definition of dissipativeness

Finally, we are in a position to define what we mean by saying that a system
is (Q,S,R) dissipative.



12 2. DEFINING DISSIPATIVENESS

Definition 1. Let Q, S, and R be memoryless linear operators, with Q and R
self-adjoint. Then the system defined by the (linear or nonlinear) operator equation
y = Gu is (Q,S,R) dissipative iff

〈Gu,QGu〉T + 2 〈Gu, Su〉T + 〈u,Ru〉T ≥ 0

for all u ∈ Ue and for all T .

It is usually more convenient to write the inequality as

〈y,Qy〉T + 2 〈y, Su〉T + 〈u,Ru〉T ≥ 0

where the constraint y = Gu is implied. Note, however, that it would be perfectly
possible to violate the inequality if we were able to choose arbitrary u and y which
were not related by y = Gu.

Note that the definition is rather more restrictive than than of Willems [Wil72],
who defined dissipativeness via a more general function of input and output. We
are choosing to sacrifice some of the generality for the sake of getting more explicit
results. By making the quantity on the left of the inequality a quadratic function
of input and output we get a property that is, as will be seen in later chapters,
easier to test. There will be other benefits, such as stability tests that reduce down
to simple matrix algebra.

5. Ultimate virtual dissipativeness and weak dissipativeness

At times it will be useful to refer to a couple of weaker dissipativeness properties.

Definition 2. Let Q, S, and R be memoryless linear operators, with Q and R
self-adjoint. Then the system defined by the (linear or nonlinear) operator equation
y = Gu is (Q,S,R) ultimately virtually dissipative (UVD) iff

〈Gu,QGu〉+ 2 〈Gu, Su〉+ 〈u,Ru〉 ≥ 0

for all u ∈ K(G).

The thing that makes this a weaker property is that we only require the inequal-
ity to hold for small signals, and there is no condition placed on the truncated-signal
behaviour. This property will later be used to prove some instability results.

Another motivation for introducing the UVD property is that it is often con-
venient to work out whether a system is dissipative via a two-step process: first
check the UVD condition, and then check for a side condition that will strengthen
the property to full dissipativeness.

Another weak property will occasionally be useful.

Definition 3. Let Q, S, and R be memoryless linear operators, with Q and R
self-adjoint. Then the system defined by the (linear or nonlinear) operator equation
y = Gu is (Q,S,R) weakly dissipative iff there exists a constant β such that

〈Gu,QGu〉T + 2 〈Gu, Su〉T + 〈u,Ru〉T + β ≥ 0

for all u ∈ Ue and for all T .

This property will be useful for proving a weaker form of stability.
Observe that both of these properties are weaker than dissipativeness. A dissi-

pative system is both UVD and weakly dissipative, but the converse is not true.
We have not yet introduced the notion of an internal state — that will be

covered in the next chapter — but a brief digression into the role of an initial state
might help explain the motivation for the weak form of dissipativeness. So far
we have, as is standard in input-output descriptions, implicitly assumed that the
equation y = Gu is a description of the input-output behaviour when the system
is started in some sort of standard rest condition. This is the best we can do if
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we know nothing about the internal state. If we do know about an initial state
x0, and we have the ability to set a value for x0 before applying an input, then we
should really be talking about a whole family, parametrised by x0, of input-output
behaviours y = G(x0)u. For the purpose of the definitions in this chapter, each
G(x0) is a different system.

It is conceivable, then, that G(x0) is (Q,S,R) dissipative but G(x1) is not, for
any x1 6= x0. Luckily the situation is a little simpler than that. It will turn out
that if G(x0) is (Q,S,R) dissipative, then G(x1) is (Q,S,R) weakly dissipative for
all states x1 that are reachable from x0. It will also turn out that the β in the
definition of weak dissipativeness is a function of the initial state. Of course, to
reach these conclusions we must have a system model that includes an initial state,
and we must have a property called reachability. This will be explored further in
the next chapter. For now it suffices to note that weak dissipativeness is very closely
related to dissipativeness.

Ultimate virtual dissipativeness is quite a different matter. If a system is
(Q,S,R) ultimately virtually dissipative but not (Q,S,R) dissipative, and we have
access to an internal state space model, then that system will have some states that
have negative stored energy.





CHAPTER 3

Storage Functions

1. Dissipativeness as a state-space property

The property of dissipativeness, as presented in the previous chapter, is an
input-output property. Some people would prefer it to be a state-space property.
The focus of this chapter is on showing that it can be both. Under suitable as-
sumptions, external dissipativeness implies internal dissipativeness.

2. The state-space model

With an input-output model, we assume an operator that, in effect, produces
an output at each time that is a function of the past and present history of the
input. The state-space approach is to have a state x(t) at time t that encodes what
needs to be known about the past history; and then the output at time t can be
written as a function of the present value of the state and the present value of the
input.

The usual way of setting this up is to assume a metric spaceX (the state space),
and a transition map ψ(t0, t1, x0, u) that gives the new state at time t1 as a function
of an initial state x (t0) = x0 and of the input history u over the time interval from
t0 to t1. We require the transition map to satisfy the following properties.

• The limit x(t) = lim
t0→−∞

ψ(t0, t, 0, u) is in X for all t and all u. (We then

call x(t) the state at time t.)
• (Causality) ψ(t0, t1, x0, u1) = ψ(t0, t1, x0, u2) for all t1 ≥ t0, all x ∈ X ,
and all u1, u2 such that u1(t) = u2(t) in the interval t0 ≤ t ≤ t1.

• (Initial state consistency) ψ(t0, t0, x0, u) = x0 for all values of these vari-
ables.

• (Semigroup property) ψ(t1, t2, ψ(t0, t1, x0, u), u) = ψ(t0, t2, x0, u).
• (Unbiasedness) ψ(t0, t, 0, 0) = 0 for all t ≥ t0.
• (Time invariance) ψ(t0+T, t1+T, x0, u1) = ψ(t0, t1, x0, u2) for all t1 ≥ t0,
for all T , and all u1, u2 such that u2(t) = u1(t+ T ).

We also need a readout map: a function r that lets us write the output as
y(t) = r(x(t), u(t)). Naturally, we require this end result to be consistent with the
input-output relation. Note that y(t) depends only on the present value of state
and input, and not their past history. It is the job of the state to capture what
needs to be known about the past history.

The first property mentioned above implicitly assumes a time line that begins
in the infinite past, with zero initial state at the infinite past. Another reasonable
approach would be to define the time line to be only semi-infinite, starting at t = 0,
but then we have to face the question of how the input-output relation is affected
by the initial state. There are two good ways to look at that issue:

(1) We could assume that the input-output relation specified by y = Gu
describes only the response for zero initial state. That is, the input-output
description is only for a “system initially at rest” condition. The state can
be made to be nonzero only by applying an input.

15
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(2) We could allow arbitrary initial states, but change the input-output equa-
tion to a more general map y = G(x0)u.

This second possibility is the one usually preferred. In that case, however, it
usually turns out that, if G(0) is dissipative, G(x0) is only weakly dissipative for
x0 6= 0. The reason for that will become clear as we proceed through this chapter.
Dissipativeness in the input-output sense means that the system cannot produce
energy from nowhere; the existence of initial stored energy destroys that property.

In what follows, we shall occasionally need to refer to reachable and/or con-
trollable states. These are defined as follows.

Definition 4. A state x0 is controllable at time t0 if there exists a t1 ≥ t0 and
a u such that ψ(t0, t1, x0, u) = 0.

Definition 5. A state x0 is reachable at time t0 if there exists a t−1 ≤ t0 and
a u such that ψ(t−1, t0, 0, u) = x0.

For a time-invariant system, the condition “at time t0” is of course redundant
in these definitions. Controllability refers to the ability to force the state to the
origin from a given state. Reachability refers to the ability to get from the origin to
a given state. For linear time-invariant finite-dimensional continuous-time systems
these two concepts can be shown to be equivalent. More generally, they need not
be equivalent.

For the definition of dissipativeness in a state-space context, we will choose
a square-integral or sum-of-squares inner product. That means that we will be
working with an “energy input” function

E(x0, u, y, t0, t1) =

∫ t1

t=t0

(
y(t)TQy(t) + 2y(t)TSu(t) + u(t)TRu(t)

)
dt

for the continuous-time case, and

E(x0, u, y, t0, t1) =

t1−1∑

t=t0

(
y(t)TQy(t) + 2y(t)TSu(t) + u(t)TRu(t)

)

for the discrete-time case. The initial state x(t0) = x0 needs to be included in the
notation because the relationship between u and y depends on the initial state.

With this definition, the (external) dissipativeness condition becomes

E(0, u, y, 0, T ) ≥ 0 for all u and all T ≥ 0

Observe that, for the discrete-time case, we do not include the time t1 in the
sum. There is a reason for this. The main results in this chapter require the energy
function to have a time separation property

E(x0, u, y, t0, t2) = E(x0, u, y, t0, t1) + E(x (t1) , u, y, t1, t2)

where t0 ≤ t1 ≤ t2. If the sum included the values at both boundary times, we
would be double-counting the value at time t1, so that the time separation property
would not hold. This, by the way, is the reason for defining the causal truncation
operator PT the way that was given in Chapter 2.

In continuous time the double-counting issue does not arise except when there
is a delta function, or something similar, at time t1. Even so, in case of doubt
we have to remember that the integral notation must be read as “up to but not
including the final time”.

For the material of the following sections we need one extra definition.

Definition 6. The system G(0) is cyclodissipative iff

E(0, u, y, 0, T ) ≥ 0
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for all u and all T ≥ 0 such that x(T ) = 0.

This is a weaker property than dissipativeness, because the inequality is re-
quired to hold only for that subset of inputs that return the state back to the
origin. It will later be shown that, if this condition holds for zero initial and final
state, then it holds for any arbitrary initial state, provided that the final state is
equal to the initial state. The “cyclo” part of the name comes from the fact that
we are requiring a certain behaviour for those inputs that return the state back to
its initial value.

3. Storage functions

Note that the dissipativeness condition assumes a zero initial state. To allow
for arbitrary initial states, we need the concept of internal stored energy.

Definition 7. A function φ : X → R is called a virtual storage function for
the system G iff φ(0) = 0 and

φ (x (t0)) + E (x (t0) , u, y, t0, t1) ≥ φ (x (t1))

for all t1 ≥ t0, all x (t0), and all u, where y is the output that results from initial
state x (t0) and input u. It is called a storage function if in addition φ(x) ≥ 0 for
all x.

Note that this definition applies to any system, not just dissipative systems.
We have not, however, specified that a (virtual) storage function must exist; and
indeed, it turns out that in the general case no such function need exist. For
(cyclo)dissipative systems, we can prove that such functions exist by exhibiting
some suitable candidates.

Definition 8. The required supply is defined by

φr(x0) = inf
u∈Ue,t−1≤t0

E(0, u, y, t−1, t0)

with boundary conditions x(t−1) = 0, x(t0) = x0.

Definition 9. The virtual available storage is defined by

φ∗a(x0) = − inf
u∈Ue,t1≥t0

E(x0, u, y, t0, t1)

with boundary conditions x(t0) = x0, x(t1) = 0.

There is no guarantee that either of these functions has finite values for any
x. Let us therefore assign the value +∞ to the “inf” if the boundary conditions
cannot be met; and the value −∞ if the boundary conditions can be met, but there
is no lower bound on the value.

The question of interest is therefore under what conditions these functions have
finite values. Let us begin with an obvious result.

Lemma 1. Regardless of dissipativeness or cyclodissipativeness,

(1) φr(x0) <∞ for all reachable x0; and
(2) φ∗a(x0) > −∞ for all controllable x0.

Proof. Directly from the definitions of controllable and reachable states. �

We get a more useful result for a cyclodissipative system.

Lemma 2. If the system is cyclodissipative, then

φ∗a(0) = φr(0) = 0

and
φr(x) ≥ φ∗a(x) for all x
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Proof. Suppose first that x0 is both controllable and reachable. That means
that we can find times t−1 ≤ t0 ≤ t1 such that we can construct at least one
trajectory that passes through x (t−1) = 0, x (t0) = x0, and x (t1) = 0. For any
such trajectory, cyclodissipativeness implies

E(0, u, y, t−1, t0) + E(x0, u, y, t0, t1) ≥ 0

Taking the infimum of both terms, we conclude that

φr(x0)− φ∗a(x0) ≥ 0 for any x0

For the special case x0 = 0, it is clear that we can take the state from 0 to
0 with zero cost, so from the definition of φr it follows that φr (0) ≤ 0. By the
same reasoning, we conclude that φ∗a (0) ≥ 0. Combining these inequalities, the
only possibility is φ∗a (0) = φr (0) = 0.

If x0 is uncontrollable or unreachable, the result still holds in a formal sense,
since then we have either ∞ = φr (x0) ≥ φ∗a (x0) or φr (x0) ≥ φ∗a (x0) = −∞. �

Combining the results of the last two lemmas, we conclude that a cyclodissipa-
tive system has the property

−∞ < φ∗a (x0) ≤ φr (x0) <∞
for all x0 that are both controllable and reachable.

Now, let us consider a third candidate for the name stored energy.

Definition 10. The available storage is defined as

φa(x0) = − inf
u∈Ue,t1≥t0

E(x0, u, y, t0, t1)

with boundary conditions x(t0) = x0, x(t1) unconstrained.

The only difference between the definitions of φa and φ∗a is in the final boundary
condition. This observation leads immediately to the conclusions that φa(x) ≥ 0
and φa(x) ≥ φ∗a(x) for all x for which the functions are defined. These properties are
independent of cyclodissipativeness. Note, however, that we have no finite upper
bound for the available storage, even if the system is cyclodissipative. To get a
upper bound, we need the system to be dissipative.

Lemma 3. If the system is dissipative, then

φa(0) = φr(0) = 0

and
φr(x) ≥ φa(x) ≥ 0 for all x

Proof. The proof is similar to the proof of the previous lemma. If x0 is
reachable, then we can find times t−1 ≤ t0 and an input u that takes the state from
x (t−1) = 0 to x (t0) = x0, and then to an unspecified x (t1). Dissipativeness then
implies that

E(0, u, y, t−1, t0) + E(x0, u, y, t0, t1) ≥ 0

for any t1 ≥ t0, regardless of x (t1). (It is the fact that this inequality holds for
any x (t1) that makes the dissipative case different from the merely cyclodissipative
case.) Taking the infimum of both terms, we conclude that

φr(x0)− φa(x0) ≥ 0 for any x0

The fact that t1 can be freely chosen means that

−φa(x0) = inf
u∈Ue,t1≥t0

E(x0, u, y, t0, t1) ≤ E(x0, u, y, t0, t0) = 0

from which it follows that φa(x0) ≥ 0. Note that this part of the argument is valid
whether or not x0 is reachable.
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As for the cyclodissipative case, we can then argue that φr (0) ≤ 0 and then
that φa (0) and φr (0) must both be 0.

That leaves only the case where x0 is unreachable. In that case, of course, we
have ∞ = φr (x0) ≥ φa (x0) ≥ 0, which completes the proof. �

So far we have shown that the three potential storage functions have some
interesting properties, but we have not yet shown that they are (virtual) storage
functions. The next result provides the essential connection.

Lemma 4. The functions φ∗a and φr are virtual storage functions for a cy-
clodissipative system. For a dissipative system, the functions φa and φr are storage
functions.

Proof. We shall show the method of proof for φr only; the other cases are
similar. First, recall that it has already been shown that φr(0) = 0 in both the
cyclodissipative and the dissipative cases. Next, consider two reachable states x0
and x1, and three times t−1 ≤ t0 ≤ t1. From the definition of φr, we have

φr(x1) ≤ E(0, u, y, t−1, t1)

for any u that takes the state from x (t−1) = 0 to x (t1) = x1, including those that
takes the state via x (t0) = x0. For those u, we can break the energy input into two
time intervals, giving

φr(x1) ≤ E(0, u, y, t−1, t0) + E(x0, u, y, t0, t1)

which may be rearranged as

E(0, u, y, t−1, t0) ≥ −E(x0, u, y, t0, t1) + φr(x1)

That means that

φr(x0) = inf
u∈Ue,t−1≤t0

E(0, u, y, t−1, t0) ≥ −E(x0, u, y, t0, t1) + φr(x1)

from which it follows that

φr(x0) + E(x0, u, y, t0, t1) ≥ φr(x1)

This is our desired result, at least for reachable states. If x0 and/or x1 is unreachable
the inequality is still true, but is less meaningful because one or more of the terms
will be infinite. �

Note that the result for φr holds in both the cyclodissipative and dissipative
cases. The only difference is that in the dissipative case we also have φr(x0) ≥ 0. In
the cyclodissipative case there is no sign constraint on the virtual storage function.

4. The relationship between external and internal dissipativeness

The results of the previous section lead immediately to the two key theorems
of this chapter.

Theorem 1. A system is dissipative iff there exists a storage function φ, with
0 ≤ φ(x) <∞ for all reachable x.

Proof. If the system is dissipative, then the previous lemmas show that both
φa(x) and φr(x) are storage functions satisfying the required conditions.

For the converse, suppose that some storage function φ exists. Setting x0 = 0
in the definition of a storage function, we have

E (x (t0) , u, y, t0, t1) ≥ φ (x (t1))

and then the result follows from the fact that φ (x (t1)) ≥ 0. �
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The point of this theorem is that it shows the connection between the input-
output property of (external) dissipativeness and the state-space property of having
a storage function. It is worth recalling here a point that has been suppressed in
the notation. If G(x0) is the nonlinear operator representing the input-output map
for this system, then what we have actually shown is that G(0) is dissipative iff
there exists a storage function for the state-space representation. If we start from
a non-zero initial state — and therefore a nonzero initial stored energy — then the
corresponding inequality is

E (x (t0) , u, y, t0, t1) ≥ φ (x (t1))− φ (x (t0)) ≥ −φ (x (t0))
from which we conclude that G(x0) is weakly dissipative. That clarifies a related
point. In the definition of weak dissipativeness

E (x0, u, y, t0, t1) + β ≥ 0

the transition to a state-space model shows us that the “constant” β is a function
of the initial state x0. Putting this another way: if G(0) is dissipative then G(x0)
is weakly dissipative for all reachable x0, but there is no single β that will work for
all cases; it is a different form of weak dissipativeness for each separate initial state.

The corresponding result for cyclodissipative systems should by now be obvious.

Theorem 2. A system is cyclodissipative iff there exists a virtual storage func-
tion φ, with −∞ < φ(x) < ∞ for all x ∈ X which are both controllable and
reachable.

Proof. If the system is cyclodissipative, then the previous lemmas show that
both φ∗a(x) and φr(x) are virtual storage functions satisfying the required condi-
tions.

For the converse, suppose that some virtual storage function φ exists. From
the definition of a virtual storage function, we known that φ(0) = 0. Setting
x(t0) = x(t1) = 0 in the definition of a storage function, we have

0 + E (0, u, y, t0, t1) ≥ 0

for all trajectories that take us back to the origin. �

This leads to an interesting corollary.

Theorem 3. If G(0) is cyclodissipative, then G(x0) is also cyclodissipative, for
any x0 which is both controllable and reachable.

Proof. If G(0) is cyclodissipative, then there exists a virtual storage function
φ which takes on finite values for states which are both controllable and reachable.
Then, for any trajectory that takes us from initial state x0 to the same final state,
we have

φ (x0) + E (x0, u, y, t0, t1) ≥ φ (x0)

from which the result is obvious. �

This means that, unlike the dissipative case, there is no need to define a “weak”
counterpart to the cyclodissipativeness property. The energy inequality applies for
any cyclic motion that returns to its initial state.

Note the distinction between φ∗a and φa. Since every dissipative system is also
cyclodissipative, we can assert that φ∗a exists for a dissipative system, although
we cannot conclude anything about its sign properties. For an arbitrary cyclodis-
sipative system, however, we cannot even be sure that φa exists. Actually, we
can be certain that φa does not exist for a system that is cyclodissipative but not
dissipative, since its existence would lead to the conclusion that the system was
dissipative.
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There is still one gap in our results. For dissipative systems, there is a clear
connection between external properties and state-space properties. Cyclodissipa-
tiveness is, however, defined in such a way that requires a state-space model; it is
not obvious how one could define it in a way that did not mention states. The
connection, it turns out, requires a weak observability property.

Theorem 4. Suppose that G(0) is unbiased (G(0)0 = 0) and that G(0) has
a state-space realisation that is observable in the sense that u ∈ K(G(0)) implies
that the zero-initial-state response satisfies lim

t→∞
x(t) = 0. Then ultimate virtual

dissipativeness (UVD) of G(0) is equivalent to cyclodissipativeness of that state-
space realisation.

Proof. Suppose that G(0) is UVD. The UVD definition can be written as

E (0, u, y, t0,∞) ≥ 0

for all u ∈ K(G(0)). Now, consider any control u that takes the state from x(t0) = 0
to x(t1) = 0, with u(t) = 0 for all t > t1. Unbiasedness means that x(t) and y(t)
also remain zero for t > t1. That means that

E (0, u, y, t0, t1) ≥ 0

Since u is arbitrary in the time interval [t0, t1], apart from the boundary conditions
on the state, this implies that the system is cyclodissipative.

For the converse, cyclodissipativeness implies

E (0, u, y, t0, t1) ≥ 0

for any u ∈ K(G(0)) such that x(t1) = 0. Letting t → ∞, we get the UVD
condition. �

5. Bounds on storage functions

So far we know that a dissipative system has at least one storage function, and
that a cyclodissipative system has at least one virtual storage function. When we
consider how to calculate the storage functions — a topic that will be covered in
a later chapter — we will find that there are, in general, multiple solutions. In
fact, it turns out that if there is more than one solution then there is an infinity of
solutions.

Let us begin with an elementary result.

Theorem 5. If φ1 and φ2 are storage functions for a dissipative system (virtual
storage functions for a cyclodissipative system), then αφ1 + (1 − α)φ2 is also a
(virtual) storage function, for any α ∈ [0..1].

Proof. From the definition of (virtual) storage functions, we have

αφ1 (x (t0)) + αE (x (t0) , u, y, t0, t1) ≥ αφ1 (x (t1))

and

(1− α)φ2 (x (t0)) + (1− α)E (x (t0) , u, y, t0, t1) ≥ (1− α)φ2 (x (t1))

The result then follows by adding these two inequalities. �

This tells us that the set of all storage functions is a convex set, and the set of
all virtual storage functions is a convex set. Furthermore, since a dissipative system
is also cyclodissipative, the set of all storage functions for a dissipative system is a
convex subset of the convex set of all of its virtual storage functions.

We do not have, as yet, a good characterisation of the boundaries of this set.
We can, however, know the maximum and minimum elements of the set. This is
shown by the following theorem.
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Theorem 6. If φ is a storage function for a dissipative system, then

0 ≤ φa(x) ≤ φ(x) ≤ φr(x)

for all x ∈ X.

Proof. For the upper bound, let x1 be any reachable state. (For unreachable
states, there is of course nothing to prove.) Let u be any control taking x(t0) = 0
to x(t1) = x1. Since φ (x (t0)) = 0, we have

E (0, u, y, t0, t1) ≥ φ (x1)

Since this is true for any u meeting the boundary conditions, and any t1, we can
conclude that

φ (x1) ≤ inf
u∈Ue

E (0, u, y, t0, t1) = φr (x1)

For the lower bound, consider instead those trajectories starting from x(t0) =
x0. This time we have

φ (x0) + E (x0, u, y, t0, t1) ≥ φ (x1) ≥ 0

so that

φ (x0) ≥ −E (x0, u, y, t0, t1)

The conclusion then follows from the definition of φa. �

A similar result can be shown for virtual storage functions.

Theorem 7. If φ is a virtual storage function for a cyclodissipative system,
then

φ∗a(x) ≤ φ(x) ≤ φr(x)

for all x ∈ X.

Proof. The upper bound follows from exactly the same argument as in the
previous theorem. For the lower bound, consider the collection of trajectories going
from x(t0) = x0 to x(t1) = x1 = 0. We have

φ (x0) + E (x0, u, y, t0, t1) ≥ φ (x1) = 0

so that

φ (x0) ≥ − inf E (x0, u, y, t0, t1)

where the infimum is taken over those u and t1 meeting the boundary condition
x(t1) = 0. The value of the infimum is, of course, φ∗a. �

6. Positive storage functions

A storage function is nonnegative for all values of its argument, but sometimes
we would like a slightly stronger property. When is it possible to guarantee that
φ(x) > 0 for all x 6= 0? The answer turns out to depend on observability.

For simplicity, we shall only cover the case of continuous-time systems with an
energy input function of the form

E(x0, u, y, t0, t1) =

∫ t1

t0

w (u(t), y(t)) dt

but the argument for discrete-time systems is almost identical.
It does turn out to be necessary to put a restriction on the class of supply rates

that are considered.

Assumption 1. The supply rate w(u, y) is such that, for any y 6= 0, there
exists a choice of u = k(y), with k(0) = 0, such that w(k(y), y) < 0.
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This assumption will turn out to be important in Chapters 8 and 9, as a
definition of the class of “interesting” dissipative systems. Note well that it is an
assumption about w(u, y), viewed as a function of two independent variables. This
is not the same as w(u,Gu), where y is constrained to be the output of the system
under consideration.

Now, consider the trajectory of the system with initial state x(0) = x0 and
input u(t) = k (y(t)). We have

φ(x0) +

∫ t1

0

w (k (y(t)) , y(t)) dt ≥ φ (x(t1)) ≥ 0

and therefore

φ(x0) ≥ −
∫ t1

0

w (k (y(t)) , y(t)) dt

By Assumption 1, the right side of this inequality is positive except when y(t) = 0
for all t > 0 (and therefore u(t) = 0 for all t > 0). If the system has an observable
state space, this can happen only if x0 = 0. We deduce, then, that observability
implies that φ(x) > 0 for all x 6= 0.

7. Lossless systems

Since cyclodissipativeness and dissipativeness are defined in terms of inequali-
ties, the following definition should come as no surprise.

Definition 11. A system is cyclolossless if it has a virtual storage function
satisfying

φ (x(t0)) + E (x(t0), u, y, t0, t1) = φ (x(t1))

for all t1 ≥ t0, all x(t0), and all u. It is lossless if in addition φ (x) ≥ 0 for all x.

Although the definition requires only that one of the virtual storage functions
have this property, the following theorem shows that we need not be concerned
about what happens with the others.

Theorem 8. A (cyclo)lossless system has a unique (virtual) storage function.

Proof. In the case where x(t0) = 0 we have

E (x(t0), u, y, t0, t1) = φ (x(t1))

and therefore
inf

u∈Ue,t0≤t1
E (x(t0), u, y, t0, t1) = φ (x(t1))

That is, φ (x(t1)) = φr (x(t1)). The same argument with different boundary condi-
tions shows that φ (x(t1)) = φ∗a (x(t1)). This shows that a cyclolossless system can
have only one virtual storage function. The result also applies to a lossless system,
since we know that the set of all storage functions of a dissipative system is a subset
of the set of all its virtual storage functions. �

8. More general energy functions

For all of this chapter, we have used the notation E(x0, u, y, t0, t1) to indicate
an input energy function that is either an integral (for continuous-time systems) or
a sum (for discrete-time systems). It is interesting to note that none of the proofs
require that E be in the form of an integral or sum, or indeed any other sort of inner
product. The only property that we have needed is the time separation property

E(x0, u, y, t0, t2) = E(x0, u, y, t0, t1) + E(x (t1) , u, y, t1, t2)

It follows, then, that the results of this chapter — although not, unfortunately,
the results of most of the following chapters — remain valid for an extremely



24 3. STORAGE FUNCTIONS

general definition of what we mean by an input energy function. That more general
approach was used in the Willems approach [Wil72] to dissipative systems. It
should be noted, though, that that approach took the existence of a storage function
as the definition of dissipativeness. We have instead preferred to start with an
input-output definition, and from that derive the storage functions.

Attractive though that more general approach might be, the focus in the re-
mainder of this book will be on an input energy term that depends quadratically
on u and y, because the quadratic dependence will lead to more explicit results.
In particular, we will eventually want to work out ways to calculate the storage
functions. The quadratic form will allow us to derive equations that the storage
functions must satisfy. A more general form for the input energy would lead to
serious computational difficulties.



CHAPTER 4

Passive Systems

1. Overview

It is possible that the development of the last couple of chapters has been a little
too abstract for some readers. In this chapter, therefore, we take a step backwards
and look at some rather more familiar details. There are no new results in this
chapter, unless one counts the definitions of strong passivity. Our goal is simply to
review some well-known results, in preparation for showing that dissipativeness is,
very largely, just an extension of the passivity concept.

It should be clear, from what has been presented so far, that passivity is the
same as (0, I, 0) dissipativeness, or (0, 12I, 0) dissipativeness if one wants to quibble.
By extension, we can give the name cyclopassivity to a system that is (0, I, 0)
cyclodissipative. A corresponding extension for the property of (0, I, 0) ultimate
virtual dissipativeness would lead to a rather clumsy name, but there does not seem
to be a need for a new name for that property.

The results in this chapter will be presented without proof. That is because
they are special cases of results to be presented in later chapters. The point of
this chapter is not to present new theory, but to point out some well-known results
with the promise that we will see extensions of those results in the subsequent
development.

Most of the well-known results are, as it happens, for linear systems. One of
the underlying themes of this book is that linear systems results can, with very
little effort, be extended to large classes of nonlinear systems.

2. Passivity and stability

We usually define passivity of a system G via the inequality

(1) 〈u,Gu〉T ≥ 0

for all u ∈ Ue and all T > 0. For linear systems, it is known that all of the poles
of a passive system are in the closed left half-plane. We are therefore inclined to
believe that passive systems are stable.

This assertion has to be qualified in several ways. First, the definition above
refers to an input-output property. Whenever we refer to the relationship between
an input-output property and an internal property, we have to remain aware that
a system can have internal hidden modes that do not show up in the input-output
description. To be able to assert a connection between internal and external prop-
erties, we must require that all states be both reachable and observable. This is
well known, but it still needs to be mentioned.

Next, we need to remember that a linear passive system can have poles on the
imaginary axis. In such a case, the passive system is still stable in the sense of Lya-
punov, but not asymptotically stable. Consequently, it is not input-output stable
by any of the usual definitions of input-output stability. For nonlinear systems we
cannot talk of poles, but the same general conclusions apply.

25
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With this consideration in mind, we have to alter our stability assertion. It
is more accurate to say that a strongly passive system is stable, both in an input-
output sense and (given minimality, so that there are no hidden states) in the
state-space sense that all states are asymptotically stable in the sense of Lyapunov.
Precisely what we mean by “strongly” will be clarified towards the end of this
chapter.

Another well-known result is that a feedback loop formed by two passive sys-
tems is stable. Again, that statement is not quite correct. Stability again requires
some form of strong passivity, and this will be covered later in this chapter. For
linear systems, the “strong” condition is all about avoiding a phase shift of exactly
90 degrees. For nonlinear systems the notion of “phase shift” is not well-defined,
but we will still be able to formulate a suitable definition of strong passivity.

3. Internal and external passivity

External passivity of a system y = Gu is defined by equation 1. Internal pas-
sivity is defined in terms of an internal storage function. For linear systems, that
storage function is a quadratic xTPx, where x is the state. There is a well-known re-
sult called the Positive Real Lemma, or Kalman-Yacubovich-Popov (KYP) Lemma,
which can be stated as follows. It says that a realisation of a system, assumed to
be completely controllable and completely observable, with state equations

dx

dt
= Fx+Gu

y = HTx+ Ju

is passive, with storage function xTPx, if and only if there exists a solution P =
PT > 0 to the inequality

(2)

[
−PF − FTP H − PG
HT −GTP J + JT

]
=

[
L
WT

] [
LT W

]
≥ 0

If J + JT is nonsingular, then some (but not all) of the solutions to this inequality

can be obtained by setting W =
(
J + JT

)1/2
, which leads to the equation

PF + FTP + (H − PG)
(
J + JT

)−1
(H − PG)

T
= 0

It is known that this equation has non-unique solutions. (And that it has no solution
P > 0 if the system is not passive.) This, however, is only part of the story. It is
also known that the set of all solutions P forms a convex set, and the equation just
stated gives us only the “corner” points of that set. Equation 2 fixes the number
of rows of L and the number of columns of W , but it permits solutions with non-
square matrices W . Taking that into consideration, we get a whole continuum of
solutions.

Although this derivation considers only the case where J + JT is nonsingular,
similar comments apply where this matrix is singular. We still get a continuum of
solutions. Even in the case where J + JT = 0, when the equations reduce to

PF + FTP ≤ 0

PG = H

we have the possibility of multiple solutions.
The preceding discussion applies only to linear systems. A similar result can

be obtained for nonlinear systems whose state equations are linear in the control
[Moy74]. Whether this can be extended to an even broader class of systems is as
yet unknown.
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4. Passivity in the frequency domain

For a linear system with transfer function G(s), it is natural to use an L2 inner
product, so that the condition

〈u,Gu〉T ≥ 0

takes the form ∫ T

0

y(t)Tu(t)dt ≥ 0

It is then tempting to use Parseval’s Theorem to translate this into the frequency
domain condition

U(−jω)T
(
G(jω) +G(−jω)T

)
U(jω) ≥ 0

Strictly speaking, this is an abuse of Parseval’s Theorem, and one has to be a little
cautious about translating time domain inequalities into the “obvious” frequency
domain inequalities. In the present case, however, the translation works, and the
correct frequency domain condition is

G(s) +G(s)∗ ≥ 0

for all s in Re s ≥ 0. As usual, the superscript star means complex conjugate
transpose. This is a condition that must be satisfied over the entire right half of
the complex plane, so is not easy to check. Luckily, this can be simplified down to

G(jω) +G(−jω)T ≥ 0

for all real ω, together with the side conditions

• there are no poles in Re s > 0;
• for poles on Re s = 0, we must satisfy a residue condition that is based on
looking at what happens to G(s) as s approaches the pole from the right.

To see where these side constraints come from, suppose that G(s) has a simple
pole at s = s0. To keep the explanation simple, let us consider only the case of
scalar G(s). In the vicinity of the pole we can say, to a good approximation,

G(s) ≃ a

s− s0

where a is a constant. Writing s− s0 = ρejθ, we have

G(s) +G(s)∗ ≃ a

ρ

(
ejθ + e−jθ

)
=

2a

ρ
cos θ

This means that, regardless of the sign of a, the result takes both positive and
negative values as θ varies. If the pole is on the imaginary axis, the condition a > 0
ensures that the negative values occur only in the left half plane. If the pole is in
the open right half plane, we have a violation of the frequency domain inequality.

This analysis was for a simple pole. For multiple poles there is an even greater
sign fluctuation as θ varies, so multiple poles are acceptable only in the open left
half plane.

This shows that those side conditions are necessary. To show that they are also
sufficient to ensure that G(s)+G(s)∗ ≥ 0 in the right half plane takes a little more
work, but we can omit the proof here because it turns out to be a special case of
the results in Chapter 8.

The fact that arguments based on a naive application of Parseval’s Theorem are
not necessarily valid cannot be overemphasised. For passive systems, this argument
works. For more general dissipative systems, there are traps for the unwary.

For nonlinear systems, there is of course no way to express the passivity con-
dition in the frequency domain. Here we are confined to time-domain definitions.
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Figure 1. Constraints on G(jω) for different kinds of strong passivity

5. Strong passivity

Quite a few system theoretic results that use passivity ideas need a property
that is slightly stronger than passivity, and this has led researchers to coin the term
“strict passivity”. Unfortunately, the variety of results in this area has given rise
to a number of non-equivalent definitions of strict passivity. In this section, an
attempt will be made to reduce the confusion.

Starting from the passivity definition

〈u, y〉T ≥ 0

an obvious strengthening of the condition is to require

〈u, y〉T > 0

Regrettably, this does not work; the left side of this inequality is zero whenever u
or y is zero. The only way to retrieve the situation is to qualify the inequality with
a condition like “whenever u 6= 0 or y 6= 0”. Almost equivalently, we must replace
the zero bound with a bound that depends on u and/or y.

For linear systems, if we impose a condition of the form

〈u, y〉T ≥ α(u, y)

then there is absolutely no loss of generality in making the function α quadratic
in its arguments. This is not quite true for arbitrary nonlinear systems; but, since
we know that arguments about boundedness and related matters often reduce to
finding a bound on a norm, it makes sense to adopt a quadratic bound in every
case. The remaining question is whether the bound should depend on u, or on y,
or both. This leads to the following definitions.

Definition 12. System G is output strongly passive (OSP) if it is (−ε1I, I, 0)
dissipative for some ε1 > 0. That is, if 2 〈u, y〉T ≥ ε1 ‖y‖2T for all u.
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Definition 13. System G is input strongly passive (ISP) if it is (0, I,−ε2I)
dissipative for some ε2 > 0. That is, if 2 〈u, y〉T ≥ ε2 ‖u‖2T for all u.

Definition 14. System G is very strongly passive (VSP) if for some ε1 > 0

and ε2 > 0 it is (−ε1I, I,−ε2I) dissipative. That is, if 2 〈u, y〉T ≥ ε1 ‖y‖2T +ε2 ‖u‖2T
for all u.

For linear systems, we can express these constraints in terms of bounds on the
transfer function G(jω). Figure 1 shows the regions on a Nyquist plot that the
transfer function must not enter, for the four different kinds of passivity. The axes
are the real and imaginary parts, respectively, of the transfer function, and the
shaded regions are the “forbidden” regions where the graph of the transfer function
is not allowed to go.

A system which is ISP and also has finite gain is VSP. To see this, notice that
the inequalities

2 〈u, y〉T ≥ ε2 ‖u‖2T
and

‖y‖2T ≤ k2 ‖u‖2T
can be combined to give

2 〈u, y〉T + αk2 ‖u‖2T ≥ ε2 ‖u‖2T + α ‖y‖2T
for any constant α ≥ 0. After rearranging, this gives

2 〈u, y〉T ≥ α ‖y‖2T +
(
ε2 − αk2

)
‖u‖2T

which implies the VSP condition provided that we choose α to be in the range
0 < α < ε2/k

2.
On occasion, it is convenient to postulate a property that is slightly weaker

than passivity. We can call a system pseudo strongly passive if it is (ε1I, I, ε2I)
dissipative, with no constraints on the signs of ε1 and ε2. (Of course, the values of
ε1 and ε2 now need to be specified rather than left arbitrary.) Most of the time,
however, it is good enough simply to give the dissipativeness parameters rather
than to give a special name to this case.

Another definition of strict passivity that is sometimes encountered is the con-
dition: a system with transfer function G(s) is called strictly passive if G(s−ε), for
some ε > 0, is the transfer function of a passive system. This does not fall into any
of the classes already discussed. This property can be used in proving exponential
stability. For a linear system with input u, output y, and state x(t), consider the
change of variables x1(t) = eεtx(t), u1(t) = eεtu(t), and y1(t) = eεty(t). If the
transfer function from u to y is G(s), then it is easy to show that the transfer func-
tion from u1 to y1 is G(s− ε). Now, if it is possible to show that x1(t) is bounded,
it obviously follows that x(t) is exponentially bounded.

Attractive as this approach might seem, its usefulness is confined mainly to
linear systems. If we try to apply a similar transformation to a time-invariant non-
linear system, the transformed system is time-varying. This immediately increases
the difficulty of proving anything interesting about the system. The technique does
work sometimes, but perhaps not often enough to be worth pursuing. In any case,
we shall hitherto ignore this form of strict passivity, if only because it leads to a
complicated definition if we are not able to use transfer functions.

6. The single-loop stability result

One of the best-known results for the stability of a single-loop feedback system
is the one that states that if both subsystems are passive, the overall system is
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stable. That, however, is an oversimplification. In fact we need some sort of strong
passivity for the subsystems.

Let us therefore suppose that subsystem i is (−ε1iI, I,−ε2iI) dissipative, for
i = 1, 2. That is, we have

−ε11 〈y1, y1〉T + 2 〈y1, u1〉T − ε21 〈u1, u1〉T ≥ 0

−ε12 〈y2, y2〉T + 2 〈y2, u2〉T − ε22 〈u2, u2〉T ≥ 0

The interconnection equations are

u1 = ue1 − y2

u2 = ue2 + y1

where ue1 and ue2 are the external inputs. Adding the two inequalities, and sub-
stituting the expressions for u1 and u2, we get

〈y1, ue1 + ε22ue2〉T + 2 〈y2, ue2 + ε21u〉T
≥ (ε11 + ε22) ‖y1‖2T + (ε12 + ε21) ‖y2‖2T + ε21 ‖ue1‖2T + ε22 ‖ue2‖2T

Now define

k1 =
1

ε11 + ε22

k2 =
1

ε12 + ε21
v1 = ue1 + ε22ue2

v2 = ue2 + ε21ue1

After a short calculation, we obtain

1

k1
‖y1 − k1v1‖2T +

1

k2
‖y2 − k2v2‖2T ≤ k1 ‖v1‖2T + k2 ‖v2‖2T

From here it is a short step to proving finite-gain bounds on the output, provided
that k1 and k2 are both positive. The conclusion is that the system is stable under
any of the following conditions.

• One subsystem is at least passive, and the other is very strongly passive;
or

• both subsystems are input strongly passive; or
• both subsystems are output strongly passive.

The above calculations were for input-output stability. For Lyapunov stability,
we have the storage function inequalities

φ1(x1(0)) + 2 〈y1, u1〉T − ε11 ‖y1‖2T − ε12 ‖u1‖2T ≥ φ1(x1(T ))

φ2(x2(0)) + 2 〈y2, u2〉T − ε21 ‖y2‖2T − ε22 ‖u2‖2T ≥ φ2(x2(T ))

where x1(t) and x2(t) are the states of the two subsystems. With zero external
input, we have u1 = −y2, u2 = y1, and therefore

φ1(x1(0))− 2 〈y1, y2〉T − ε11 ‖y1‖2T − ε12 ‖y2‖2T ≥ φ1(x1(T ))

φ2(x2(0)) + 2 〈y2, y1〉T − ε21 ‖y2‖2T − ε22 ‖y1‖2T ≥ φ2(x2(T ))

Now let φ(x) = φ(x1, x2) = φ1(x1) + φ2(x2). By adding the two inequalities, we
get

φ(x(0)) − (ε11 + ε22) ‖y1‖2T − (ε12 + ε21) ‖y2‖2T ≥ φ(x(T ))

From this is should be clear that φ(x(t)) is monotonically non-increasing, provided
that (ε11 + ε22) and (ε12 + ε21) are both positive. This means that φ(x) will work
as a Lyapunov function if the overall system has the property that y1 → 0 and
y2 → 0 together imply that x → 0. This property can be guaranteed with an
observability assumption on each subsystem separately.



CHAPTER 5

Algebraic conditions for dissipativeness

1. Overview

Until now we have not looked at the question of how we can decide whether a
given system is (Q,S,R) dissipative. In the present chapter we are going to focus
on a special class of nonlinear systems: those whose state equations are linear in
the input. It will be shown that, for these systems, we can write down equations
for the (virtual) storage function of a cyclodissipative or dissipative system. That
means that the question of cyclodissipativeness and dissipativeness reduces down
to whether solutions exist to these equations.

The systems in question include linear systems as a special case. In that case
the question becomes one of being able to solve a matrix Riccati equation.

We shall also look briefly at discrete-time systems. For linear systems we get a
similar set of matrix equations. For nonlinear discrete-time systems, unfortunately,
it does not appear possible to obtain simple criteria.

2. A class of nonlinear continuous-time systems

For most of this chapter, we will be concerned with systems with state equations

dx

dt
= f(x(t)) +G(x(t))u(t)(3)

y(t) = h(x(t)) + J(x(t))u(t)

Note that the state equations are linear in the input u(t). The reason for concen-
trating on this class of systems is that it will turn out to be possible to get explicit
conditions for dissipativeness and cyclodissipativeness, in terms of a set of equations
that the storage function or virtual storage function must satisfy.

Our starting point is the inequality

φ(x(t0)) +

∫ t1

t0

(
y(t)TQy(t) + 2y(t)TSu(t) + u(t)TRu(t)

)
dt ≥ φ (x (t1))

which can be put into differential form

y(t)TQy(t) + 2y(t)TSu(t) + u(t)TRu(t) ≥ lim
δt→0

φ (x (t+ δt))− φ(x(t))

δt

At this point, strictly speaking, we should be looking for conditions under which
φ(x(t)) is differentiable, but that would take us into technicalities that would ob-
scure the main line of the argument. Let us therefore assume, for now, that the
differentiability question has been settled. Then we get

d

dt
φ(x(t)) =

dφ

dx

T dx

dt
= ∇φT (f(x(t)) +G(x(t))u(t))

where we are using the notation ∇φ to denote the derivative of φ(x) with respect
to x. (As distinct from the derivative of φ(x(t)) with respect to t.) Expanding out
the inequality, we get

(h+ Ju)TQ(h+ Ju) + 2(h+ Ju)TSu+ uTRu ≥ ∇φT f +∇φTGu
31
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where, for the sake of readability, we have dropped the independent variables from
the notation. Expanding this one further step, we have

hTQh+ 2hTQJu+ uTJTQJu

+2hTSu+ 2uTJTSu+ uTRu−∇φT f −∇φTGu ≥ 0

This is an inequality that must hold pointwise for all x, and all u. Note that we
have reached the point in this calculation where the quantity on the left may be
considered as a function of x and u; we have, in effect, frozen the calculations at
one instant of time. We no longer have to consider the time evolution of these
variables. The variable x may be considered as being the initial state for this point
in time, and because of this we can treat x and u as independent variables.

Now, although the quantity on the left of the inequality might be a complicated
nonlinear function of x, it contains only linear and quadratic functions of u. (This
is because we have restricted our state equations to be linear in u.) A quadratic
function that is always nonnegative can always be put into the form of a perfect
square plus a constant, although in this case our “constant” will depend on the
other variable x. That is, we have a function that can be expressed as

(u+ a(x))
T
B(x) (u+ a(x)) + c(x)

for some a, B, and c whose precise form has not yet been determined, except that
we know that B must be nonnegative definite and the scalar c must be nonnegative.
It will actually be more convenient for us to write this quadratic form as

(ℓ(x) +W (x)u)
T
(ℓ(x) +W (x)u)

which involves no loss of generality, since the two forms can be shown to be equiv-
alent. One way to make the expressions match up is to factor B as WT

1 W1, define
ℓ1 =W1a, factor c as ℓ

T
2 ℓ2, and set

ℓ =

[
ℓ1
ℓ2

]
and W =

[
W1

0

]

Note, however, that this is just one of many possibilities. The choice of ℓ and W is
non-unique.

Putting all of this together, we get

hTQh+ 2hTQJu+ uTJTQJu+ 2hTSu

+2uTJTSu+ uTRu−∇φT f −∇φTGu = (ℓ+Wu)
T
(ℓ+Wu)

Equating coefficients of u, this reduces down to the three equations

hTQh−∇φT f = ℓT ℓ

hTQJ + hTS − 1

2
∇φTG = ℓTW

JTQJ + JTS + STJ +R = WTW

3. The main result for continuous-time systems

We are now in a position to state the main result of this chapter. It is ac-
tually two results, depending on whether we are talking about dissipativeness or
cyclodissipativeness.

Theorem 9. The necessary and sufficient condition for a differentiable func-
tion φ(x) to be a virtual storage function for (Q,S,R) cyclodissipativeness for the
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system with state equations 3 is that there exist functions ℓ(x) and W (x) satisfying
the equations

∇φT f = hTQh− ℓT ℓ
1

2
∇φTG = hT (QJ + S)− ℓTW

R+ JTS + STJ + JTQJ = WTW

Proof. Necessity was established in the last section, by showing that the
virtual storage inequality can be reduced down to these equations. For sufficiency,
we simply reverse the argument. Observe that

φ(x(t1)) = φ(x(t0)) +

∫ t1

t0

dφ(x(t))

dt
dt

= φ(x(t0)) +

∫ t1

t0

∇φT (f +Gu) dt

and the expansion from this point onwards is obvious. �

The corresponding result for dissipativeness is, of course, only a minor modifi-
cation of the above.

Theorem 10. The necessary and sufficient conditions for a differentiable func-
tion φ(x) to be a storage function for (Q,S,R) dissipativeness for the system with
state equations 3 are that φ(0) = 0, φ(x) ≥ 0 for all x, and there exist functions
ℓ(x) and W (x) satisfying the equations

∇φT f = hTQh− ℓT ℓ
1

2
∇φTG = hT (QJ + S)− ℓTW

R+ JTS + STJ + JTQJ = WTW

Proof. Identical to the proof of the previous theorem, except for the extra
condition φ(x) ≥ 0. �

Observe that the above was derived by turning an inequality into an equality,
by introducing the new quantities ℓ(x) and W (x). Taking the calculation in the
reverse direction, we get

dφ(x(t))

dt
= ∇φT f +∇φTGu

= hTQh− ℓT ℓ+ 2hT (QJ + S)u− 2ℓTWu

which finally reduces down to

dφ(x(t))

dt
= yTQy + 2yTSu+ uTRu− (ℓ+Wu)T (ℓ+Wu)

Integrating this, we get

φ(x(t1)) = φ(x(t0)) +

∫ t1

t0

(
yTQy + 2yTSu+ uTRu

)
dt

−
∫ t1

t0

(ℓ+Wu)T (ℓ +Wu)dt

This is, of course, the inequality defining dissipativeness, except that we have now
explicity identified the dissipation terms.
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4. The question of differentiability

Our results so far leave open the possibility of non-differentiable (virtual) stor-
age functions. In general, it is possible that a dissipative system has some dif-
ferentiable storage functions and some non-differentiable ones. For our purposes,
though, it will be good enough if we can find just one differentiable storage function.

One way to tackle this problem is to impose a condition of local controllability,
as defined in [HM80c].

Definition 15. A dynamical system is said to be locally controllable at x0, with
respect to supply rate w(x, u), if for any x1 in a suitable small open neighbourhood
Ω of x0 there exist choices of u ∈ Ue and t1 such that the state can be driven from
x(t0) = x0 to x(t1) = x1 with the constraint

∣∣∣∣
∫ t1

t0

w(x(t), u(t)dt

∣∣∣∣ ≤ ρ (‖x1 − x0‖)

for some continuous function ρ : R+ → R+ such that ρ(0) = 0. The dynamical
system is said to be locally controllable if it is locally controllable at every state
x0 ∈ X.

With this definition we have the following result.

Theorem 11. Let a dynamical system be locally controllable. Then any virtual
storage function that exists for all x ∈ X is also continuous.

Proof. Consider some arbitrary state x0 in X and let the virtual storage
function be φ(·). Then for any x1 in the neighbourhood Ω of x0, we have

φ(x0) +

∫ t1

t0

w(x(t), u(t)dt ≥ φ(x1)

for the u and the t1 specified in the definition of local controllability. Considering
transitions in each direction between x0 and x1, it is easy to see that

|φ(x1)− φ(x0)| ≤ ρ (‖x1 − x0‖)
which is sufficient to prove continuity of φ(·). �

Note that this proves only continuity, not differentiability. That, however, is
sufficient to allow the earlier results to go through, provided that we define the time
derivative of φ(x(t)) along state trajectories as

dφ(x(t))

dt
= lim sup

h→0+

1

h
(φ(x(t + h))− φ(x(t)))

5. More general nonlinear systems

For completeness, let us note that if the state equations are of the form

dx

dt
= f(x(t), u(t))

y(t) = h(x(t), u(t))

then the differential form of the dissipation inequality becomes

hTQh+ 2hTSu+ uTRu−∇φT f ≥ 0

The difficulty in that case is, because the functions f and h depend on both x and
u, we cannot separate out the terms that are quadratic in u and those that are
linear in u. In other words, the above inequality does not simplify any further.
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6. Linear continuous-time systems

In this section we consider linear time-invariant state equations of the form

dx

dt
= Fx+Gu(4)

y(t) = HTx+ Ju

For linear systems, the determination of the available storage and required
supply are linear-quadratic optimisation problems, and it is known that the optimal
value of the performance index for such problems is quadratic in the state. That
means that we can put φ(x) = xTPx into the equations that the (virtual) storage
functions must satisfy, to get

2xTPFx = xTHQHTx− ℓ(x)T ℓ(x)

xTPG = xTH (QJ + S)− ℓ(x)TW (x)

R + JTS + STJ + JTQJ = W (x)TW (x)

Obviously this requires that W (x) be a constant matrix, and that ℓ(x) be a linear
function of x. That means that the equations further simplify down to the equations

PF + FTP = HQHT − LLT

PG = H (QJ + S)− LW

R+ JTS + STJ + JTQJ = WTW

This can also, if desired, be put in the form of an inequality by eliminating L and
W . The result in that case is
[
HQHT − PF − FTP H (QJ + S)− PG

(QJ + S)
T
HT −GTP R+ JTS + STJ + JTQJ

]
=

[
L
WT

] [
LT W

]
≥ 0

Note that the number of rows of L is equal to the number of states, and the
number of columns of W is equal to the number of inputs. On the other hand,
the number of rows of W — and therefore the number of columns of L — remains
unspecified, and this is one reason why the solution for P is non-unique. Even
if we choose a W with the minimum number of rows, the solution is still not
unique. To see this, consider the simplest case, where

(
R+ JTS + STJ + JTQJ

)

is nonsingular. In that case an obvious choice of W is

W =
(
R + JTS + STJ + JTQJ

)1/2

after which it is clear how to eliminate L from the equations. The result is then
a matrix Riccati equation, and it is well-known that such equations have multiple
solutions in general. The algebra becomes a little trickier when W cannot be
written as the square root of a nonsingular matrix, but again the result is a Riccati
equation.

7. Linear discrete-time systems

The emphasis so far has been on continuous-time systems, but the theory is
also applicable to discrete-time systems. Let us therefore consider systems of the
form

x(t+ 1) = Ax(t) +Bu(t)(5)

y(t) = Cx(t) +Du(t)

where we have chosen (A,B,C,D) as the notation for the coefficient matrices,
rather than (F,G,H, J), simply because this tends to be the traditional choice in
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the literature. A suitable truncated inner product in this case is

〈f, g〉T =

T−1∑

t=t0

f(t)T g(t)

That means that the dissipativeness inequality becomes

φ(x(t0)) +

t1−1∑

t=t0

(
y(t)TQy(t) + 2y(t)TSu(t) + u(t)TRu(t)

)
≥ φ (x (t1))

For a discrete-time system, of course, the question of a time derivative does not
arise. Instead we want to look at a single time step, giving the result

φ(x(t)) + y(t)TQy(t) + 2y(t)TSu(t) + u(t)TRu(t) ≥ φ (x (t+ 1))

To short-cut a tedious calculation, let us assume from the outset that the stor-
age function is a quadratic, xTPx. Expanding out the terms, we come eventually
to

xT (P + CTQC −ATPA)x + 2xT (CTQD + CTS −ATPB)u

+uT (R+DTS + STD +DTQD −BTPB)u ≥ 0

This can be written as [
xT uT

]
M

[
x
u

]
≥ 0

where the coefficient matrix is

M =

[
P + CTQC −ATPA CTQD + CTS −ATPB

DTQC + STC −BTPA R+DTS + STD +DTQD −BTPB

]

Since this must be true for all x and all u, the coefficient matrix M is nonnegative
definite, and may be factored as

M =

[
L
WT

] [
LT W

]

The dissipativeness or cyclodissipativeness condition therefore reduces to requiring
a solution of the equations

P + CTQC −ATPA = LLT

CTQD + CTS −ATPB = LW

R +DTS + STD +DTQD −BTPB = WTW

If these equations have a solution P , then the system is (Q,S,R) dissipative or
cyclodissipative. For dissipativeness, P has to be nonnegative definite. For cy-
clodissipativeness, we do not care about the sign of P .

A similar approach does not, unfortunately, work for the obvious class of non-
linear systems. This is because the expansion of φ(Ax + Bu) in the calculations
relies on the fact that φ(·) is quadratic. For nonlinear systems with non-quadratic
storage functions, no comparable results are known.



CHAPTER 6

Stability

1. Overview

Having set the scene, we now wish to present what are arguably the most
important results of this book. Our basic result is that a (Q,S,R) dissipative system
is stable if Q < 0. That does not mean that the case Q ≥ 0 is not interesting. We
are not able to deduce stability in such cases, but it will still often turn out to
be possible to prove stability of a larger system of which the Q ≥ 0 system is a
subsystem.

The basic stability result is, in practice, not as interesting as it might seem. In
later chapters, we will be looking at how to find the (Q,S,R) triples for which a
given system is (Q,S,R) dissipative. It will turn out that it is easiest to do this
in two steps. First, find a (Q,S,R) triple for which the system is (Q,S,R) cyclo-
dissipative. Next, find side conditions that guarantee that the cyclo-dissipative
system is, in fact, dissipative. In the case Q < 0, the side condition turns out to be
that the system is stable. It appears, then, that we need to know that the system
is stable in order to prove that it is stable.

Luckily, all is not lost. We probably do not need stability criteria for simple
systems anyway. If a system is simple enough, we can use ad hoc methods to check
its stability. Where we do need powerful tools is in the case of complex systems.

That is what most of this chapter is about. We consider a complex system to be
an interconnection of simpler systems. Sometimes that decomposition is an obvious
consequence of seeing that the system is built from subsystems. Sometimes it is
because we put an arbitrary subdivision between the equations that describe the
system. It does not matter. All that matters is that we have an “interconnection”
model of our complex system.

Next, we try to find dissipativeness parameters for each subsystem. We do not
show how to do that in this chapter, but it will be covered in later chapters.

Finally, we combine those dissipativeness parameters, in such a way that we end
up with a sufficient condition for stability. Not a necessary and sufficient condition,
it is true, but we cannot have everything. In the next chapter we will look at some
sufficient conditions for instability, and that will go at least part of the way towards
closing the gap.

2. The basic stability results

We actually need two basic stability results. One for input-output stability,
and one for state-space stability. Let us begin with the input-output result.

Theorem 12. If system G is (Q,S,R) dissipative for some Q < 0, then G is
finite-gain stable.

Proof. We have

〈y,Qy〉T + 2 〈y, Su〉T + 〈u,Ru〉T ≥ 0

for all u ∈ Ue and all T , where y = Gu. Since Q is self-adjoint and negative definite,

we can factor it as Q = −M∗M where M is invertible. Let K = (M∗)−1
S. Then

37
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we have

‖My −Ku‖2T
= 〈My −Ku,My −Ku〉T
= 〈y,M∗My〉T − 〈y,M∗Ku〉T − 〈M∗Ku, y〉T + 〈u,K∗Ku〉T
= −〈y,Qy〉T − 2 〈y, Su〉T −

〈
u, STQ−1Su

〉
T

= −〈y,Qy〉T − 2 〈y, Su〉T − 〈u,Ru〉T +
〈
u,

(
R− STQ−1S

)
u
〉
T

≤
〈
u,

(
R− STQ−1S

)
u
〉
T

Now, let a scalar α > 0 be chosen such that R− STQ−1S ≤ α2I. (Obviously, such
an α always exists.) This gives

‖My −Ku‖2T ≤ α2 ‖u‖2

and then
‖My‖ ≤ ‖My −Ku‖+ ‖Ku‖ ≤ (α+ ‖K‖) ‖u‖

So finally
‖y‖ ≤

∥∥M−1
∥∥ (α+ ‖K‖) ‖u‖

which establishes a gain bound for the system. �

An interesting feature of this proof is the role of the matrix R − STQ−1S. At
various places in this book we have raised the question of the class of “interesting”
(Q,S,R) triples. The α of this proof is clearly related to the largest (positive)
eigenvalue of R − STQ−1S. If R − STQ−1S < 0 then it would appear that the
inequality in the proof could never be satisfied. In fact, no system can possibly be
(Q,S,R) dissipative if R− STQ−1S < 0. This simply underlines the fact that not
all possible (Q,S,R) triples are meaningful in the definition of dissipativeness. For
the meaningless ones the theorem is still true, in a technical sense, but only in the
sense that “if pigs could fly, this system would be stable”.

For completeness, we should cover the property of weak dissipativeness that
was introduced in Chapter 2. Recall that a system described in input-output terms
is called weakly (Q,S,R) dissipative if there exists a constant β such that

〈y,Qy〉T + 2 〈y, Su〉T + 〈u,Ru〉T + β ≥ 0

for all u ∈ Ue and all T . In the special case where (Q,S,R) = (−k2I, 0, I) we say
that the system is weakly finite-gain stable. For many purposes, weak finite gain
stability is a sufficiently good property.

Theorem 13. If system G is weakly (Q,S,R) dissipative for some Q < 0, then
G is weakly finite-gain stable.

Proof. Identical to the proof of Theorem 12. �

Now, let us turn to the question of state-space stability. As you might expect,
the corresponding result requires the system to be well-posed in the sense that
input-output stability can be related to state-space stability. In fact we require the
following property.

Definition 16. System G is zero-state detectable (ZSD) if there exists some
T > 0 and a continuous strictly monotonic function α : R+ → R+, with α(0) = 0
and α(σ) > 0 for all σ > 0, such that with u(t) = 0 for all t ≥ t0, and any
x(t0) = x0 ∈ X, the output satisfies

∫ t0+T

t0

y(t)T y(t)dt ≥ α (|x0|)

where |·| is the metric on X.
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This is a weak observability condition. For linear systems, it is precisely equiv-
alent to observability.

Theorem 14. Suppose that the input-output map G has a ZSD state-space
realisation. Then G is asympotically stable if G is (Q,S,R) dissipative for some
Q < 0.

Proof. Dissipativeness implies the existence of a storage function φ with the
property that

φ(x(t0)) +

∫ t1

t0

(
y(t)TQy(t) + 2y(t)TSu(t) + u(t)TRu(t)

)
dt ≥ φ (x (t1))

With zero input, that is u(t) = 0 for all t ≥ t0, this gives

φ(x(t0)) +

∫ t1

t0

y(t)TQy(t)dt ≥ φ (x (t1))

If Q < 0, this says that φ (x (t)) is monotonically non-increasing with t. Since we
have a lower bound φ(x) ≥ 0, this says that we must be converging to a final value
φf . For states in this final set, we have

φf +

∫ t1

t0

y(t)TQy(t)dt ≥ φf

which can be satisfied only if y(t) = 0 for all t in the interval. The ZSD condition
then implies that x(t) must be converging to 0. �

An alternative proof, which some might prefer, uses the ZSD definition more
directly. Note first that

y(t)TQy(t) ≤ −λy(t)T y(t)
where λ is the largest (least negative) eigenvalue of Q. The dissipation inequality
and the ZSD definition then imply

λα (|x (t)|) ≤ φ (x (t))− φ (x (t+ T ))

Next, the fact that φ (x (t)) is monotonically approaching a limit from above implies
that, given any ǫ > 0, there exists some t such that φ (x (t)) − φ (x (t+ T )) < ǫ,
independently of T . This tells us that

λα (|x (t)|) < ǫ

from which it is clear that (x (t)) is converging to zero.
An interesting feature of the above proofs is that we do not initially know the

value of the limit φf . It is only after we have proved that the state tends to zero
that we can also conclude that φf=0.

This completes the proof of our most basic results. Let us now turn to inter-
connected systems.

3. Interconnected systems

The basic scenario in this section is that we have N subsystems which are
linearly interconnected. The “linearly” is not an important restriction. If we have
a nonlinear connection, we can always put the nonlinearity into a new subsystem.
That is, all the nonlinearity — and, for that matter, all of the dynamic behaviour
— is in the subsystems, not in the interconnections.

We suppose that subsystem i is (Qi, Si, Ri) dissipative, for i = 1..N . We can
define an overall input vector u which is a column vector of all the individual
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subsystem inputs ui, and similarly for the outputs. Now, let us suppose that all of
those subsystems are interconnected via a connection equation

(6) u = ue −Hy

where ue represents the external inputs.
This is a linear interconnection. As explained above, this involves no loss of

generality. Any nonlinearities can be put into new subsystems.
An obvious objection at this point is that the dimensionality of ue is the same

as that of u. That is, for every subsystem input, there is a corresponding external
input. For typical interconnected systems there are fewer external inputs than
internal inputs. That suggests that we should really be working with a model

u = Jue −Hy

where J is a non-square matrix. It turns out, however, that our stability results
are independent of J , so there is no point in introducing that generalisation.

To see why, consider a subsystem i, which has an input (because of feedback
from other subsystems), but no external input. In real life, there will be noise
entering at that input, and the model of that noise will be an external input. If
the noise is damped by the other subsystems, so that it has no significant effect
on the overall response, then we are justified in ignoring it. If, however, the noise
stimulates an unstable mode, then we will have a system that is unstable even if
a zero-noise assumption would have ignored that unstable mode. The conclusion,
clearly, is that we should include all of those “noise” inputs in a stability analysis;
we should not confine our attention to the “deliberate” inputs.

To proceed, then, let us take all of those external inputs into account. For
subsystem i we have

〈yi, Qiyi〉T + 2 〈yi, Siui〉T + 〈ui, Riui〉T ≥ 0

Putting all of those equations together, we get

〈y,Qy〉T + 2 〈y, Su〉T + 〈u,Ru〉T ≥ 0

where the three large matrices Q, S, and R are defined as

Q = block diag {Q1, ..., QN}
S = block diag {S1, ..., SN}
R = block diag {R1, ..., RN}

That means that we have

〈y,Qy〉T + 2 〈y, Sue − SHy〉T + 〈ue −Hy,Rue −RHy〉T ≥ 0

or equivalently 〈
y, Q̂y

〉
T
+ 2

〈
y, Ŝue

〉
T
+
〈
ue, R̂ue

〉
T
≥ 0

where

Q̂ = Q− SH −HTST +HTRH

Ŝ = S −HTR

R̂ = R

That means that the overall system is (Q̂, Ŝ, R̂) dissipative.
Our overall input-output result is immediate.

Theorem 15. The interconnected system defined by equation 6 is finite-gain
stable if

Q̂ = Q− SH −HTST +HTRH < 0
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If, in addition, each subsystem has a ZSD state-space realisation, then the overall
state-space model whose state is the concatenation of the individual state vectors is
asymptotically stable.

Proof. The input-output result follows immediately from the above calcula-
tions. For the state-space result, we need only check the ZSD condition. For the
subsystems, we have

∫ t0+T

t0

yi(t)
T yi(t)dt ≥ αi (|xi (t0)|)

where T is the maximum of the T values in the individual ZSD conditions. Adding
these together gives

∫ t0+T

t0

y(t)T y(t)dt ≥
∑

i

αi (|xi (t0)|)

Obviously, the function on the right side has the right properties to serve as the α
in the ZSD definition. �

A disadvantage of this proof is that it does not show how to construct the
overall storage function. Let us therefore take a different approach, working from
the storage functions for the subsystems. Our starting point is

φi(xi(t0)) + 〈yi, Qiyi〉T + 2 〈yi, Siui〉T + 〈ui, Riui〉T ≥ φi(xi(t1))

Zero external input means u = −Hy, so that ui = −∑
Hijyj, and we get

φi(xi(t0)) + 〈yi, Qiyi〉T − 2

〈
yi, Si

∑

j

Hijyj

〉

T

+

〈
∑

j

Hijyj , Ri

∑

j

Hijyj

〉

T

≥ φi(xi(t1))

We can add these to get

∑

i

φi(xi(t0)) +
∑

i

〈yi, Qiyi〉T − 2
∑

i

〈
yi, Si

∑

j

Hijyj

〉

T

+
∑

i

〈
∑

j

Hijyj , Ri

∑

j

Hijyj

〉

T

≥
∑

i

φi(xi(t1))

It is not hard to show that this reduces down to
∑

i

φi(xi(t0)) +
〈
y, Q̂y

〉
T
≥

∑

i

φi(xi(t1))

This suggests that the sum of the subsystem storage functions is a storage
function for the overall system, and indeed that turns out to be the case when we
repeat the calculation with the external inputs ue included. (There might, of course,
be other storage functions that are not derived that way, but all that matters here
is that we have found at least one storage function.) It also shows how to proceed
in using that storage function as a Lyapunov-like function for deducing asymptotic
stability.

As a matter of clarification, it is worth pointing out that our storage functions
are not, strictly speaking, Lyapunov functions, because we have not shown that
they are differentiable. The usual route to showing Lyapunov stability is to show
that the time derivative of the Lyapunov function along zero-input trajectories is
non-positive, and strictly negative for enough of the time. We have chosen not
to go down that route, because differentiability or even continuity would require
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technical assumptions that are not really essential. All that needs to be shown
is that the function is monotonically non-increasing, and we can do that without
looking at derivatives.

In the rest of this chapter, to avoid tedious repetition, we will use the phrase
“the system is stable” to mean both input-output stability and state-space asymp-
totic stability. In interpreting that phrase, we have to remember that state-space
stability requires two extra assumptions, namely (a) that a state-space model ex-
ists for each subsystem, and (b) a ZSD assumption for each subsystem. The ZSD
assumption basically means that there are no “hidden states” that do not show up
in the output.

4. Neutral interconnections

The matrix H is said to describe a neutral interconnection if the dissipative-
ness parameters of the interconnected system are the same as the dissipativeness
parameters of the original collection of subsystems. If we recall the equations

Q̂ = Q− SH −HTST +HTRH

Ŝ = S −HTR

R̂ = R

it can be seen that (Q̂, Ŝ, R̂) = (Q,S,R) if and only if HTR = 0 and SH+HTST =
0.

The simplest case of a neutral interconnection is where all the subsystems are
connected in parallel. That is, when all subsystems share the same external input,
and there is no feedback. In this case H = 0, so the conditions are satisfied trivially.

In more typical examples, the interconnection matrix H is likely to have full
column rank, so that we can have a neutral interconnection only if R = 0.

The most interesting case is where S = I and R = 0. In that case, (Q̂, Ŝ, R̂) =
(Q, I, 0) if and only if H + HT = 0. As we shall see in the following section, a
feedback connection of two subsystems satisfies this condition. It is well known
that a feedback connection of two passive systems is itself passive. It can now
be seen that that result extends to the case of (Q, I, 0) dissipative systems, for
arbitrary Q.

5. Single-loop feedback systems

To get some feel for what our basic result means, let us look at one of the
simplest forms of interconnection: a feedback loop made up of two subsystems.

Figure 1. A single-loop system
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The interconnection equations are

u1 = ue1 − y2

u2 = ue2 + y1

so that the interconnection matrix is

H =

[
0 I
−I 0

]

This leads to

Q̂ = Q− SH −HTST +HTRH

=

[
Q1 0
0 Q2

]
−
[
S1 0
0 S2

] [
0 I
−I 0

]
−
[

0 −I
I 0

] [
ST
1 0
0 ST

2

]

+

[
0 −I
I 0

] [
R1 0
0 R2

] [
0 I
−I 0

]

which finally reduces down to

Q̂ =

[
Q1 +R2 ST

2 − S1

S2 − ST
1 Q2 +R1

]

It can be seen that there is some sort of trade-off between the Q parameter of
one subsystem and the R parameter of the other. If, for example, the subsystems
are (−ε11I, I,−ε21I) dissipative and (−ε12I, I,−ε22I) dissipative respectively, then

Q̂ =

[
− (ε11 + ε22) I 0

0 − (ε12 + ε21) I

]

From this it is obvious that stability follows if both systems are ISP, or both are
OSP, or one is passive and the other is VSP. You can even get stability results when
some of the εij are negative, provided that the relevant sums are positive.

For another example, suppose that both subsystems have finite gain. This time
we have

Q̂ =

[
−1 + k22 0

0 −1 + k21

]

which leads to an exceptionally conservative result: stability follows if both gain
bounds are less than 1. Luckily, we can do better than this. Recall that if a system
is (Q,S,R) dissipative, then it is also (αQ,αS, αR) dissipative for any constant
α > 0. With this change, we get

Q̂ =

[
−1 + αk22 0

0 −α+ k21

]

It is easy to see that an α can be found that makes Q̂ negative definite provided
that k1k2 < 1.

6. Passive subsystems

Let us now consider a more general interconnection of passive systems. For the
single-loop case we already know that simple passivity is not good enough; we need
to introduce the concepts of ISP, OSP, and VSP. Our first result shows the tradeoff
between these properties.

Theorem 16. Suppose that H +HT ≥ 0, and that all subsystems are passive.
Let the subsystems be ordered such that the first n1 are VSP, the next n2 are OSP,
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the next n3 are ISP, and the remaining n4 = N − (n1 + n2 + n3) are passive. Let
H be partitioned in the obvious way as

H =




H11 H12 H13 H14

H21 H22 H23 H24

H31 H32 H33 H34

H41 H42 H43 H44




Then a sufficient condition for stability is that the columns of
[
H13 H14

H33 H34

]

be linearly independent.

Proof. After collecting the dissipativeness parameters of the subsystems, we
have Q =diag{−Λ1,−Λ2, 0, 0}, S = I, and R =diag{−Λ3, 0,−Λ4, 0}, where the Λi

are positive definite diagonal matrices. Obviously Q ≤ 0 and HTRH ≤ 0, and we
have assumed that SH+HTST ≥ 0, which means that each term in the expression

for Q̂ is nonpositive definite. All that remains to be shown is that Q̂ is nonsingular.
For the first term, we have

yTQy = −yT1 Λ1y1 − yT2 Λ2y2

and this is negative whenever y1 6= 0 and/or y2 6= 0. That means that yT Q̂y = 0 is
possible, if it occurs at all, only for y of the form

y =




0
0
y3
y4




At the same time, we have

yTHTRHy = −zT1 Λ3z1 − zT3 Λ4z3

where z = Hy. For our restricted class of y vectors, we have
[
z1
z3

]
=

[
H13 H14

H33 H34

] [
y3
y4

]

Let

Hpart =

[
H13 H14

H33 H34

]

Then, for the subspace of y values under consideration, we have

yT Q̂y ≤ yTHTRHy = −
[
yT3 yT4

]
HT

part

[
Λ3 0
0 Λ4

]
Hpart

[
y3
y4

]

and the matrix HT
part

[
Λ3 0
0 Λ4

]
Hpart is nonsingular if Hpart has full column

rank. This completes the proof. �

Notice that the rows of Hpart correspond to those subsystems which are ISP
or better, while the columns correspond to the subsystems that are not OSP. That
gives some insight into how the different kinds of “strictly passive” are being traded
off among one another.

A different approach, which does not require strict passivity, is illustrated by
the following theorem.

Theorem 17. Let all subsystems be passive, but not necessarily strongly pas-
sive; and suppose that all subsystems are single-input single-output systems. Then a
sufficient condition for stability is that there exist a positive definite diagonal matrix
P such that PH +HTP > 0.
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Proof. If subsystem i is passive, then it is also (0, pi, 0) dissipative for any

pi > 0. This gives Q̂ = −
(
PH +HTP

)
. �

Of course, the conditions of this theorem are unlikely to be satisfied if H is
a mere interconnection matrix with ±1 and 0 entries. The theorem only becomes
interesting if there is local constant feedback around some of the subsystems.

If it were not for the condition that P be diagonal, the condition being consid-
ered here would reduce to a simple eigenvalue condition on the matrix H . The case
where P has to be diagonal is somewhat different, and is covered in the Appendix.
A sufficient condition for the existence of such a P turns out to be that a matrix
derived from H be an M-matrix. M-matrices are also explained in the Appendix.

7. A small gain theorem

In this section we look at the case where all subsystems have finite gain.

Theorem 18. Let subsystem i have finite gain γi, for i = 1..N , and suppose
that each subsystem has only one input and one output. Define a gain matrix
Γ = diag {γ1, ...γN}, and let A = ΓH. Then the overall system is stable if there
exists a diagonal positive definite matrix P such that P −ATPA > 0.

Proof. The ith subsystem is (−1, 0, γ2i ) dissipative, which means that it is

(−pi, 0, piγ2i ) dissipative for any pi > 0. We then get Q̂ = −P +HPΓ2H , where
P =diag{p1, ...pN}. �

Methods for checking for the existence of a suitable P are also covered in the
Appendix. In particular, a sufficient — but far from necessary — condition is that

the matrix Â with elements

âii = 1− |aii|
âij = − |aij | for j 6= i

have positive principal minors. That is, it is an M-matrix (see Appendix). This is
precisely the condition given in [PM74] and [Coo74] for input-output stability.

Variants of this result have been produced by a number of different researchers.
See, for example, [Š72], [AK72], [MP72], [Mic74], [RM76], [Š76]. Some of those
results turn out to be special cases of the above theorem, but others — especially
those that rely on special assumptions on the state-space model — neither imply
nor are implied by our present result. It would be fair to say that the results of this
book are basically input-output results (even though they also imply asymptotic
stability), so they do not cover cases that require special properties of a state-space
model.

It is worth noting that many of the known “small gain” stability criteria reduce
to an M-matrix test. (See Appendix.) The great virtue of an M-matrix test is that
it is easy to check. The disadvantage is that such tests tend to be tests for weakly
coupled subsystems. In effect, they are tests for the condition “we know that each
subsystem is stable, and the interconnection does not disturb this property”. This
is appropriate for some practical examples. For others, we would be better off
looking for conditions of the form “the feedback improves the stability”.

8. Conic subsystems

If a single-input single-output system satisfies the condition

〈y − au, bu− y〉T ≥ 0
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for some scalars a and b ≥ a (and all u), then we say that it is interior conic, or
conic inside the sector [a, b]. Similarly, if

〈y − au, bu− y〉T ≤ 0

then we say that it is exterior conic, or conic outside the sector [a, b]. Notice that
finite gain systems are special cases of interior conic systems. Moreover, as we will
see in Chapters 8 and 9, conicity is often a property that can be easily checked.

Suppose now that a number of conic systems are interconnected. If the ith
subsystem is inside or outside the sector [a, b], then it is (−σi, 12 (ai+ bi)σi,−aibiσi)
dissipative, where σi = +1 for internal and −1 for external conicity. Define matrices
A = diag{a1, ...., aN}, B = diag {b1, ...., bN}, and Σ = diag{σ1, ...., σN}. Finally,
let C = 1

2 (A+B), and D = 1
2 (B −A).

Theorem 19. The interconnection of conic subsystems is stable if there exists
a positive definite diagonal P such that

(I + CH)TPΣ(I + CH)− (DH)TPΣ(DH) > 0

Proof. After using positive weighting factors pi as in the earlier theorems, we
have Q = −PΣ, S = 1

2 (A + B)PΣ, and R = −ABPΣ. Putting these formulae
together, we get

Q̂ = −(I + CH)TPΣ(I + CH) + (DH)TPΣ(DH)

�

When the methods of the Appendix are used to check for a suitable P , this
theorem often gives the same results as the method of Porter and Michel [PM74].
Nevertheless, there are certainly examples where this theorem gives less conservative
stability criteria than the technique in [PM74].

9. Examples

Suppose that we have two finite gain subsystems, each with gain ≤ 1
2 , and an

interconnection matrix

H =

[
1 −1
−1 −k

]

What values of k will preserve asymptotic stability?
From Theorem 18, a sufficient condition for stability is that there exist a diag-

onal P > 0 such that P −ATPA > 0, where

A =

[
1
2 0
0 1

2

] [
1 −1
−1 −k

]
=

[
1
2 − 1

2
− 1

2 − 1
2k

]

Using the simplest method in the Appendix, stability follows if the matrix
[

1
2 − 1

2
− 1

2 1− 1
2 |k|

]

has positive principal minors; that is, if |k| < 1. This is the result obtained by more
conventional approaches. Alternatively, stability follows if there is a diagonal P > 0
such that PF +FTP > 0, where F = (I −A)(I +A)−1. Since F is a 2× 2 matrix,
it is easily shown that this is equivalent to requiring F to have positive principal
minors. This criterion leads to the condition −1 < k < 5/3. This example shows
that it is not always a good idea to look for the most obvious condition.

For another example, consider the system in Figure 2. This is a concatenation
of three subsystems, with local feedback gains α, β, γ, plus an overall positive
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Figure 2. An example with three subsystems

feedback gain k. The end result is an interconnection matrix

H =



α 0 −k
−1 β 0
0 −1 γ




Theorem 16 does not provide stability in this case, since none of the subsystems is
VSP or ISP. Trying another approach, Theorem 17 predicts stability if there exists
a diagonal P > 0 such that PH +HTP > 0. A sufficient condition for this is that
H be quasidominant. This is satisfied if α > 0, β > 0, γ > 0, and |k| < αβγ. We
can, however, do better. Applying decision theory methods [ABJ75], [Jac74], we
find that the necessary and sufficient condition for the existence of a suitable P is
α > 0, β > 0, γ > 0, and −8αβγ < k < αβγ.





CHAPTER 7

Instability

1. Criteria for instability

So far we have looked at a number of sufficient conditions for stability. Can
we get conditions that are both necessary and sufficient? In general, no. We
can, nevertheless, partly fill the gap by finding conditions that are sufficient for
instability. If nothing else, this can give us some insight into the gaps between the
stability and the instability results. More importantly, for our present purposes,
the instability results of this chapter will help to clarify the relationships between
the various kinds of dissipativeness.

The material in this chapter is based on the results in [HM78], [MH79],
[HM80c], and [HM83], although of course those papers themselves cite earlier
work by others on instability.

Let us recall some important definitions from Chapter 2. To define dissipative-
ness, we need first to define an input signal space U and an output signal space
Y which are inner product spaces. This, however, is not sufficient, because for
example when talking of instability we need to allow the possibility of signals with
unbounded norm. To handle that problem, we define two extended spaces

Ue = {u : PTu ∈ U for all T }
Ye = {y : PT y ∈ Y for all T }

and then say that our system G maps Ue to Ye. The smaller spaces U and Y are
often called the spaces of small signals. Recall that PT is the causal truncation
operator, usually defined to be the projection that truncates a signal at time T .

To be strictly correct, we should define two different causal truncation operators
Pu
T and P y

T , because they operate on two different signal spaces; but we choose to
omit the superscript because it is always obvious from context which signal the
operator is being applied to.

With these definitions, we say that G is input-output stable if u ∈ U implies
Gu ∈ Y , and input-output unstable if there is at least one input that violates this
condition. If we define the set

K(G) , {u ∈ U : Gu ∈ Y }
then G is input-output stable iff K(G) = U .

Let us also recall the following definition, again from Chapter 2.

Definition 17. Let Q, S, and R be memoryless linear operators, with Q and R
self-adjoint. Then the system defined by the (linear or nonlinear) operator equation
y = Gu is (Q,S,R) ultimately virtually dissipative (UVD) iff

〈y,Qy〉+ 2 〈y, Su〉+ 〈u,Ru〉 ≥ 0

for all u ∈ K(G).

It is useful to add one more definition, which has not been needed until now.

Definition 18. If system G is (Q,S,R) ultimately virtually dissipative, and if
in addition K(G) = U , then we say that G is (Q,S,R) ultimately dissipative.

49



50 7. INSTABILITY

In other words, an ultimately dissipative system is one which is both ulti-
mately virtually dissipative and input-output stable. Does this imply that it is also
(Q,S,R) dissipative? This is what we shall discover in the next section.

As one final preliminary point, recall thatG is called causal if P y
TGP

u
T u = P y

TGu
for all u, or more compactly if PTGPT = PTG. Up to this point we have not needed
to assume causality, except in state-space models where it is part of the definition
of the state; but it will matter when talking about input-output instability.

2. The basic input-output instability results

To begin with, let us see when ultimate dissipativeness implies dissipativeness.

Theorem 20. Suppose that the system G is causal and (Q,S,R) ultimately
dissipative, where Q ≤ 0. Then G is (Q,S,R) dissipative.

Proof. Because K(G) = U , the condition

〈y,Qy〉+ 2 〈y, Su〉+ 〈u,Ru〉 ≥ 0

holds for all u ∈ U . Now consider an arbitrary u ∈ Ue, and for an arbitrary T
define y = Gu, u1 = PTu, and y1 = Gu1. Then we have

〈y1, Qy1〉+ 2 〈y1, Su1〉+ 〈u1, Ru1〉 ≥ 0

Causality tells us that PT y1 = PTGu1 = PTGPTu = PTGu = PT y. That is, y and
y1 have the same past history, although we cannot rule out their being different in
the future. From this, and the fact that u1 is a truncated signal, we deduce that
〈y1, Su1〉 = 〈y, Su〉T and 〈u1, Ru1〉 = 〈u,Ru〉T .

For the remaining term, the fact that Q ≤ 0 implies that Q can be factored as
Q = −M∗M where M is a memoryless operator and M∗ is its adjoint. Then

〈y1, Qy1〉 = −〈My1,My1〉 ≤ − 〈PTMy1, PTMy1〉
Now, the fact thatM is memoryless means that it is causal, and therefore PTMy1 =
PTMPT y1 = PTMPT y = PTMy. We therefore deduce that

〈y1, Qy1〉 ≤ − 〈PTMy1, PTMy1〉
= −〈PTMy,PTMy〉 = −〈My,My〉T = 〈y,Qy〉T

Putting these details together, we conclude that

〈y,Qy〉T + 2 〈y, Su〉T + 〈u,Ru〉T ≥ 0

and therefore G is (Q,S,R) dissipative. �

There does not appear to be any way to extend this result to the case of
arbitrary Q, but that does not matter; we only need the case Q ≤ 0 for our
instability results.

The basic instability theorem can now be stated.

Theorem 21. Suppose that the system G is causal and (Q,S,R) ultimately
virtually dissipative but not (Q,S,R) dissipative, where Q ≤ 0. Then G is input-
output unstable.

Proof. If G were input-output stable then we would haveK(G) = U , meaning
that G is (Q,S,R) ultimately dissipative. Theorem 20 then gives us a contradiction.

�

In the case Q < 0, and assuming causality, we have a pleasing symmetry:
dissipativeness implies stability, but ultimate virtual dissipativeness, without dis-
sipativeness, implies instability. In the sign-indefinite case, UVD without dissipa-
tiveness implies instability, but the best we can do for a stability result is to say
that dissipativeness sometimes implies stability.
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3. A state-space instability result

Input-output stability is all about the relationship between inputs and outputs.
If a state-space model is available, the results are implicitly for the case of zero
initial state. (Or, more generally, for an initial state that is an equilibrium state.)
It is, of course, possible to develop a parametrized model where G(x0) represents
the input-output map when the initial state is x0. For models of that type, the
interested reader might want to look at [HM80b] or [MCS82]. The results tend
to be of the form “if G(0) is dissipative, then G(x0) is weakly dissipative for all
reachable x0”. If you are sufficiently diligent, you will discover that you can prove
“weak” versions of most of the results in this book. We have chosen to omit those
results, on the grounds that a list of all the variants becomes tedious to read, and
not especially interesting.

When working with a state-space model, most people prefer to ignore the input-
output map and look instead at the state trajectory with zero input. There are at
least three possibilities:

(1) With zero input, and any initial state, the state x(t) remains bounded for
all t. We then say that the system is stable in the sense of Lyapunov.

(2) With zero input, and any initial state, the state x(t) remains bounded
for all t, and tends to zero as t → ∞. We then say that the system is
asymptotically stable in the sense of Lyapunov.

(3) With zero input, there are some initial states x(0) for which ‖x(t)‖ grows
without bound. In that case, the system is unstable in the sense of Lya-
punov.

We can expand this list if, for example, we want to assert that the convergence
or the growth is exponential.

When considering the differences between the definitions of input-output stabil-
ity and Lyapunov stability, one might be forgiven for thinking that they have little to
do with each other. We have already seen, however, that the input-output stability
and the state-space stability results for dissipative systems are very closely related.
In particular, if a system is finite-gain stable, then with a few extra well-posedness
conditions it is also asymptotically stable in the sense of Lyapunov [HM80a]. This
has long been known for linear systems, so it should not be too surprising that it
also works for nonlinear systems.

The approximate state-space equivalent of the ultimate virtual dissipativeness
property is cyclodissipativeness, so we should expect something along the lines of
saying that if a system is cyclodissipative but not dissipative, and Q ≤ 0, then it is
unstable in some sense. We can indeed find such a result.

Theorem 22. Suppose that the system G is (Q,S,R) cyclodissipative but not
(Q,S,R) dissipative, where Q ≤ 0. Then G is not asymptotically stable in the sense
of Lyapunov.

Proof. Cyclodissipativeness implies the existence of a virtual storage function
φ(x) such that

φ(x(t0)) +

∫ t1

t0

(
yTQy + 2yTSu+ uTRu

)
dt ≥ φ(x(t1))

and when u(t) = 0 for t ≥ t0 this reduces to

φ(x(t0)) +

∫ t1

t0

yTQy dt ≥ φ(x(t1))

If Q ≤ 0, this implies that φ(x(t)) is monotonically non-increasing. If the origin
is asymptotically stable, then limt→∞ x(t) = 0, so limt→∞ φ(x(t)) = 0, therefore
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φ(x(t0)) ≥ 0. Since this argument holds for arbitrary x(t0), we deduce that φ(x) ≥ 0
for all x. In other words, this virtual storage function is actually a storage function,
so that the system is (Q,S,R) dissipative. This is a contradiction, therefore our
assumption of asymptotic stability is wrong. �

Note that the theorem statement does not explicitly require causality. This is
because state-space models are automatically causal.

To get some intuitive feel of what this means, consider the case of a linear
system. In a later chapter it will be shown that dissipativeness can be described in
the frequency domain in terms of the matrix

M(s) = G(s)∗QG(s) +G(s)∗S + SG(s) +R

where G(s) is the transfer function of the system being investigated. It will be
shown that dissipativeness is equivalent to M(s) ≥ 0 for all s in Re s ≥ 0, and
that cyclodissipativeness is equivalent to M(jω) ≥ 0 for all real ω. (Obviously the
latter condition is easier to check.) That is, dissipativeness requires checking M(s)
in the entire right half-plane, while cyclodissipativeness requires checking only the
left boundary of that half-plane. There are well-known results in complex algebra
that connect the value of a function in a region with the values on the boundary of
that region, and those results depend on the number of poles inside that region.

Informally, we can say that cyclodissipativeness and dissipativeness both re-
quire checking the frequency response (G(jω) for real ω), and that the difference
between them depends on the poles of a function in the right half of the complex
plane. From that point of view, it is hardly surprising that the condition “cyclodis-
sipative but not dissipative” is related to the existence of unstable modes.

Of course, these conclusions work only in the case Q ≤ 0. There are no cor-
responding results for more general Q. Nevertheless, the case of more general Q
becomes relevant when we start looking at interconnected systems.

4. Interconnected systems

For an interconnected system, we use the same preliminaries as were used to
obtain the stability results. We have a collection of subsystems {Gi, i = 1..N},
where Gi is (Qi, Si, Ri) cyclodissipative or ultimately virtually dissipative, depend-
ing on whether we are talking about an input-output or a state-space model. (To
avoid tortuous paraphrases, we will use “cyclodissipative” for both cases for now.)
The individual subsystems are described by yi = Giui. We collect those subsystem
inputs and outputs into large vectors

u =




u1
u2
...
uN


 y =




y1
y2
...
yN




and combine the cyclodissipativeness parameters into block diagonal matrices

Q = diag{Q1, ..., QN}
S = diag{S1, ..., SN}
R = diag{R1, ..., RN}

Then obviously the overall system is (Q,S,R) cyclodissipative. Next, we define an
interconnection

u = uext −Hy
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where uext represents the external inputs, and H is a large matrix which (in most
but not all applications) has mostly 0 and ±1 entries. Now the UVD condition is

〈y,Qy〉+ 2 〈y, Su〉+ 〈u,Ru〉 ≥ 0

for the input-output scenario, and a similar condition involving virtual storage
functions for the state-space scenario. Substituting the equation for u, this becomes

〈
y,
(
Q− SH −HTST +HTRH

)
y
〉

+ 2
〈
y,
(
S −HTRT

)
uext

〉
+ 〈uext, Ruext〉 ≥ 0

or 〈
y, Q̂y

〉
+ 2

〈
y, Ŝuext

〉
+
〈
uext, R̂uext

〉
≥ 0

where

Q̂ = Q− SH −HTST +HTRH

Ŝ = S −HTRT

R̂ = R

Clearly the overall system, with input uext and output y, is (Q̂, Ŝ, R̂) ultimately
virtually dissipative, or cyclodissipative, depending on whether we are looking at the
input-output model or the state space model. But is it also (Q̂, Ŝ, R̂) dissipative?
This is where a more careful analysis is needed.

For our next result, we need to perform the thought experiment of choosing
an external input uext that will force the individual inputs ui to desired values. In
principle this is easy, because we have as many equations as unknowns. If we want
ui = ūi for all i, we just have to set

uexti = ūi +

N∑

j=1

Hij ȳj

for all i, where ȳj = Gj ūi. Once we have chosen these external inputs, the solution
for the ui is obtained by solving the set of equations

ui = uexti −
N∑

j=1

Hijyj = ūi +
N∑

j=1

Hij (ȳj − yj)

yi = Giui

Obviously one solution is given by ui = ūi (and therefore yi = ȳi) for all i, but is
it the only solution? When all subsystems are linear, the question of uniqueness
reduces down to checking that I+HG(s) is invertible. For nonlinear systems, there
is no such simple answer.

Luckily, a little thought shows that we do not actually need uniqueness. If
the system equations have multiple solutions, we can call the overall system stable
only if all of the multiple solutions are stable solutions. Conversely, to prove insta-
bility we need only show that any one of the multiple solutions exhibits unstable
behaviour. That is, we can choose the solution that interests us, and ignore the
others.

With these preliminaries out of the way, we have the following result.

Theorem 23. Suppose that the overall interconnected system is causal, and
that subsystem Gi is (Qi, Si, Ri) ultimately virtually dissipative, for i = 1..N , but
at least one subsystem Gk is not (Qk, Sk, Rk) dissipative. Then the overall system

is input-output unstable if Q̂ as defined above satisfies Q̂ ≤ 0, and one or both of
the following conditions holds:

(1) at least one of the subsystems that is not dissipative is linear;
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(2) for each subsystem, except possibly one of the non-dissipative ones, either
Gi is unbiased in the sense Gi0 = 0, and/or Qi ≤ 0.

Proof. By construction, we have
〈
y, Q̂y

〉
T
+ 2

〈
y, Ŝuext

〉
T
+
〈
uext, R̂uext

〉
T

=

N∑

i=1

〈yi, Qiyi〉T + 2 〈yi, Siui〉T + 〈ui, Riui〉T

but for subsystem Gk we also know that there is some T and some ūk and some
ȳk = Gūk such that

〈ȳk, Qkȳk〉T + 2 〈ȳk, Skūk〉T + 〈ūk, Rkūk〉T < 0

Now choose the external input uext such that uk = ūk, and ui = 0 for all i 6= k.
From our earlier remarks, it does not matter if there are multiple solutions for this
choice of uext; all that matters is that there is one solution that agrees with our
specification.

If Gk is linear, then we can scale up the inputs to make uk = λūk for some
scalar λ. By linearity, yk will be scaled by the same factor, and the corresponding
energy term will be scaled by λ2. Obviously, we can make λ large enough so that
the negative contribution from Gk will dominate the above sum, to produce a net
negative result. It follows that the overall system cannot be (Q̂, Ŝ, R̂) dissipative.

If Gk is not linear, then the alternative assumption of the theorem implies that
〈yi, Qiyi〉T ≤ 0 for all i 6= m, because for each i we have either yi = 0 (the unbiased
case) or Qi ≤ 0. Again, the sum is negative and the overall system cannot be

(Q̂, Ŝ, R̂) dissipative.
In either case, then, we conclude instability from Theorem 21. �

Our next task, obviously, is to find a comparable result for state-space insta-
bility. Here is one possible way of doing it.

Theorem 24. Suppose that the overall interconnected system has a state-space
representation, that subsystem Gi is (Qi, Si, Ri) cyclodissipative, for i = 1..N , that

at least one subsystem Gk is not (Qk, Sk, Rk) dissipative, and that Q̂ as defined

above satisfies Q̂ ≤ 0. Then the overall system is not asymptotically stable in the
sense of Lyapunov.

Proof. Obviously the overall system is (Q̂, Ŝ, R̂) cyclodissipative. With zero
external input, we have

φ(x(t0)) +

∫ t1

t0

y(t)T Q̂y(t)dt ≥ φ(x(t1))

whenever t1 ≥ t0. With Q̂ ≤ 0, that implies that φ(x(t)) is monotonically non-
increasing. Because one of the subsystems is cyclodissipative but not dissipative,
there exists at least one x such that φ(x) < 0. If we choose that x as the initial
state, then the state can never converge to a state where φ(x) = 0. �

Observe that Theorem 24 does not rule out the possibility that φ(x(t)) con-
verges to a finite constant. This could mean that the state trajectory converges to
a limit cycle. It could also mean that the state converges to a stable equilibrium,
but that stable equilibrium is not the origin. It is not uncommon for a nonlinear
system to have multiple equilibria, and this includes the case where the origin is
locally unstable.

Stronger results are possible if we know more about the properties of the virtual
storage functions. For example, if the non-dissipative subsystem is linear, then it
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has a virtual storage function that is quadratic. That means that there are states
arbitrarily close to the origin where φ(x) < 0. It also means that there is a cone of
states in which limx→∞ φ(x) = ∞.

Stronger results are also possible if we strengthen the matrix condition to Q̂ < 0.
In that case, however, we need to impose an observability-like condition to cover
the complications that can occur when y(t) → 0.





CHAPTER 8

Frequency domain tests

1. Introduction

Although this book is primarily about nonlinear systems, it must be remem-
bered that nonlinear means “not necessarily linear”. Linear systems form an im-
portant special subcase. It is a remarkable fact that, when the general nonlinear
systems results are specialised to the linear case, one sometimes gets better results
than have been obtained in the literature by assuming linearity from the outset.
One may conjecture that, for at least some problem areas, linearity has been a red
herring which has led researchers into convoluted algebra that served to obscure
some key issues.

Linear systems have been mentioned in previous chapters in the context of
algebraic tests for dissipativeness. In this chapter we concentrate on frequency
domain tests: criteria for dissipativeness that look at the the transfer function or
transfer function matrix of a linear system. Transfer functions are, of course, input-
output descriptions, but this is no real restriction; there are well-known equivalences
between the internal and external properties of linear systems, provided only that
a minimal state-space representation is chosen. Even in the non-minimal case,
there are equally well-known methods for separating out the uncontrollable and/or
unobservable parts of a linear system and treating them separately.

The key virtue of a transfer function description is that it lends itself easily to
graphical interpretations. Given a transfer function G(s), one can extract a great
deal of information from the plot of G(jω) as ω varies from −∞ to +∞. This leads
to simple hand calculations in the case of low-order systems, or — for more complex
systems — to tests which are easily automated with the aid of suitable graphics
software. For historical reasons, transfer function tests also fit in well with the
intuitive mental processes of a control system designer. If, for example, a graphical
stability test fails, a designer can often judge by looking at the graph just how the
system needs to be modified.

Most of the results of this chapter fall into the class of what are known as “circle
criteria”. Historically, one tends to associate this name with the stability tests of
Sandberg [San64] and Zames [Zam66]. The general flavour of the results is as
follows. Given a feedback system in which the forward path is linear with scalar
transfer function G(s), and the feedback path is a sector nonlinearity, stability can
be deduced if the graph of G(jω) avoids a circle in the complex plane, and encircles
it the correct number of times. The location and size of the critical circle depend
on the sector bounds of the nonlinearity. In some cases, the circle degenerates to
a straight line. In the special case where the feedback is a constant linear gain,
the circle shrinks to a point, and the test reduces to the classical Nyquist criterion.
Thus, this sort of circle criterion can be thought of as a generalisation of the Nyquist
criterion. Interested readers may also care to look at the relationship of the circle
criterion to Aizerman’s conjecture.

If there is more than one nonlinearity, it is always possible to collect all the
nonlinearities together and call the collection a single multivariable nonlinearity;

57
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and to re-draw the block diagram of the system in the form of a single-loop feedback
system. This, however, makes G(s) a matrix. Similar stability criteria still apply
to this case, but it is less obvious how to turn them into graphical tests.

One approach to this problem is provided by the multivariable circle criterion
of Rosenbrock [Ros70]. The general idea is to plot the diagonal elements of G(jω);
but the plots are not simple curves in the complex plane, they are bands whose
width depends on the off-diagonal elements. Several variants of this idea have been
developed, of which the best known is probably that of Cook [Coo74].

A problem with multivariable circle criteria is that they require diagonal dom-
inance: the off-diagonal elements of G(s) must be in some sense small with respect
to the diagonal elements. If one is free to design pre-compensators which modify
G(s) in order to obtain the required properties, then this might not be a problem.
There are, however, cases where this freedom is not available. Notice, too, that if a
system with multiple unrelated nonlinearities is re-drawn in the form of a feedback
system, then the relationship of the resulting G(s) — which arises from lumping
together all the linear subsystems — to the original system model is not always a
simple one, so there is no good reason to expect it to have a diagonal dominance
property.

Our solution to this problem is to make a subtle shift in philosophical emphasis.
Historically, circle criteria have been seen as tests for stability. In this chapter, we
consider circle criteria to be tests for dissipativeness. The implications of this
distinction might not be immediately obvious, since the known circle criteria were
in any case derived using concepts very much akin to dissipativeness. The key
advantage of the shift in viewpoint is that it frees us from having to formulate the
stability problem in terms of a single-loop system. Given a complicated system of
many interconnected parts, one can break it into subsystems in any way in which
convenience dictates. Often there will be an “obvious” decomposition suggested by
the physical nature of the system. Dissipativeness tests — which are circle criteria
in the case of linear systems — can be applied to each subsystem independently,
without having to look at how that subsystem is related to the others. Then, if
stability is the property of interest, once can apply the tests given in an earlier
chapter, which relate stability of an interconnected system to the dissipativeness
parameters of its subsystems.

This is not to say that multivariable circle criteria are unimportant. A “good”
decomposition of a system can still produce subsystems with multiple inputs and
outputs; therefore we must still consider the multivariable case. We are, however,
freed from the artificial aggregation of subsystems with no purpose other than to
reformulate the problem as a single-loop problem.

Actually, most of the graphical tests in this chapter are for cyclodissipativeness
rather than for dissipativeness. (To be more technically correct, the tests are for
the input-output property of ultimate virtual dissipativeness; but, for linear sys-
tems with a minimal state-space representation, cyclodissipativeness and ultimate
virtual dissipativeness are equivalent.) Dissipativeness tests follow as corollaries of
the cyclodissipativeness tests. The reason for this is that, broadly speaking, dis-
sipativeness depends on the behaviour of G(s) in the entire half-plane Re s ≥ 0,
whereas cyclodissipativeness depends only on the behaviour of G(jω) for real ω.
Since G(jω) is easily displayed in graphical form, as a function of the real variable
ω, tests for dissipativeness are most easily done by checking for cyclodissipativeness
as an intermediate step. As was seen in Chapter 7, tests for cyclodissipativeness
are also of interest in their own right, in connection with instability theorems.
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2. General frequency domain criteria

The systems of interest in this chapter have state-space representation

ẋ = Ax+Bu(7)

y = Cx+Du

where u ∈ Lm
2e, y ∈ Lp

2e, and x ∈ Rn. We refer to this system as system G. Its
transfer function is, of course,

G(s) = D + C(sI −A)−1B

In a later section, the discrete-time counterpart of system 7 will be considered.
A standing assumption throughout this chapter is that the state-space repre-

sentation is minimal. We shall be looking at tests based on the transfer function
G(s), and such tests are inherently incapable of giving information about uncon-
trollable or unobservable modes. In case such modes exists, the easiest way to deal
with them is to decompose the state equation into several interconnected subsys-
tems, and to use frequency domain methods for the controllable and observable
subsystem.

Given that we are interested in the integral
∫ T

0

w(u(t), y(t))dt =

∫ T

0

(
y(t)TQy(t) + 2y(t)TSu(t) + u(t)TRu(t)

)
dt

it is natural to look at the frequency domain quantity

Y (s)∗QY (s) + 2Y (s)∗SU(s) + U(s)∗RU(s) = U(s)∗M(s)U(s)

where as usual U(s) and Y (s) denote Laplace transforms, and the star means adjoint
(=complex conjugate transpose, in the case of complex matrices). The matrixM(s)
has the form

M(s) = R+ STG(s) +G(s)∗S +G(s)∗QG(s)

Our aim is to establish a relationship between dissipativeness and the condition
M(s) ≥ 0 for Re s ≥ 0. For cyclodissipativeness, the weaker condition M(jω) ≥
0 for ω ∈ R will be sufficient. Informally, this is because cyclodissipativeness
can be thought of as a constraint on the periodic motions of the system; that is,
on the steady-state response to a periodic input. For dissipativeness, we need to
consider the total response including transients; furthermore, these “transients”
can be exponentially unbounded in the case of an unstable system.

Observe that, for any complex s, M(s) is self-adjoint. The notation M(s) ≥ 0
means y∗M(s)y ≥ 0 for all complex y.

A formal proof for the dissipativeness result requires some care, essentially
because signals in L2e are not necessarily Laplace transformable. The cyclodissi-
pativeness result is easier, and can be stated immediately.

Theorem 25. System G is (Q,S,R) cyclodissipative if and only if M(jω) ≥ 0
for all real ω such that jω is not a pole of G(s).

Proof. First, suppose that the system is cyclodissipative. Choose any ω0 such
that jω0 is not a pole of G, and let u(t) = Re kejω0t, for an arbitrary complex k of
appropriate dimension. If we choose x(0) = Re (jω0I −A)−1Bk, then it is easy to
see that x(t) is periodic and that y(t) = Re G(jω0)ke

jω0t. Notice that x(0) 6= 0 in
general, but this does not matter; the important point is that x(T ) = x(0), where
T is the period of the input.

Now, the evaluation of
∫ T

0

w(u(t), y(t))dt =

∫ T

0

[
y(t)T u(t)T

] [ Q S
ST R

] [
y(t)
u(t)

]
dt
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is a simple calculation involving sines and cosines. The average value of the inte-
grand turns out to be 1

2k
∗M(jω0)k. Cyclodissipativeness implies that the integral

is nonnegative over any whole number of periods, thus this average value must be
nonnegative. Since k was arbitrary, we deduce that M(jω0) ≥ 0 for arbitrary ω0.

For the converse, we can use Parseval’s theorem, which states that
∫ ∞

0

f(t)T g(t)dt =
1

2π

∫ ∞

−∞
F (jω)∗G(jω)dω

for any f, g ∈ Ln
2 , where as usual the upper-case quantities are Laplace transforms.

We can apply this with

f(t) =

[
y(t)
u(t)

]
g(t) =

[
Q S
ST R

] [
y(t)
u(t)

]

Then clearly the frequency domain integral is nonnegative if M(jω) ≥ 0 for all
ω; but of course this result only applies if u is chosen such that both u and y are
square integrable.

Let T ≥ 0 be arbitrary, choose x(0) = 0, and choose any u ∈ Lm
2e[0, T ] such that

x(T ) = 0. We can extend the definition of u to make u(t) = 0 for all t > T . Clearly
these signals are such that Parseval’s theorem may be applied. The conclusion is
that nonnegativity of M(jω) implies

∫ T

0

w(u(t), y(t))dt ≥ 0

for the class of u ∈ Lm
2e[0, T ] for which x(T ) = x(0) = 0. This concludes the

proof. �

In the sequel, we shall have frequent recourse to the following assumption.

Assumption 2. The supply rate w(u, y) is such that, for any y 6= 0, there
exists a choice of u = k(y) such that w(k(y), y) < 0.

To see the point of this assumption, consider an extreme case of a supply rate
where Q, S, and R are chosen in a way that gives w(u, y) ≥ 0 for all u and y. This
would lead to ∫ T

0

w(u(t), y(t))dt ≥ 0

for all u, all T ≥ 0, and all x(0), independently of any property of the system
under consideration. Dissipativeness with respect to such a supply rate is not an
interesting property, since every system is dissipative with respect to that w. At the
other extreme, a condition like w(u, y) ≤ 0 for all u and y would mean that only
very trivial systems could be dissipative. Assumption 2 steers a course between
these two extremes. In effect, the assumption defines the class of “interesting”
supply rates.

The quadratic nature of w(u, y) means that, if there is any u such that w(u, y) <
0, then there is such a u which has the form u = −Ky. Thus, an alternative
formulation of the assumption is to demand the existence of a constant matrix K
such that

(8) Q− SK −KTST +KTRK < 0

In the following chapter, we shall see that this reduces down to the condition
S2 −QR > 0 for single-input single-output systems, in which case the matrices are
1 × 1 matrices. There does not appear to be a corresponding simplification in the
general matrix case.
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Assumption 2 need not be a blanket assumption; it will be invoked only as
needed. In this chapter, the assumption is needed only to establish a relationship
between dissipativeness and the behaviour of M(s) for s in the right half-plane.

The next result provides a link between cyclodissipativeness and dissipativeness
for linear systems. For convenience, it is developed in two steps: first for the case
where Q < 0, and then for the general case.

Lemma 5. Suppose that G is observable and (Q,S,R) cyclodissipative where
Q < 0. Then G is (Q,S,R) dissipative iff the state-space representation of G is
asymptotically stable.

Proof. From the results of chapter 3, cyclodissipativeness implies the exis-
tence of φ(x) = xTPx such that

φ(x (t0)) +

∫ t1

t0

w(u(t), y(t)dt ≥ φ(x (t1))

With u(t) = 0 for all t ≥ t0, the conditionQ < 0 implies w(0, y) ≤ 0, and asymptotic
stability implies that φ (x (t1)) → 0 as t1 → ∞. Taking the limit as t1 → ∞, it
follows that φ (x (t0)) ≥ 0 for all x (t0), which means that G must be dissipative
with respect to the given supply rate.

The converse result is easy: if G is dissipative, then φ(x) is a Lyapunov function
which establishes asymptotic stability. �

It would appear, then, that the difference between dissipativeness and cyclodis-
sipativeness lies in the stability properties of G. This statement is partially true;
and in fact Lemma 5 lies at the heart of almost all the stability and instability
results in this book. It must be noted, however, that the lemma applies only to
the case Q < 0. More generally, it is quite possible for an unstable system to be
dissipative.

The following theorem gives a more precise characterisation of dissipativeness.
For the supply rates of interest to us, linear dissipative systems are precisely those
linear systems which can be stabilised by constant linear output feedback.

Theorem 26. Suppose that G is (Q,S,R) cyclodissipative, and let K be a
constant matrix chosen such that (I +DK) is nonsingular and Q−SK −KTST +
KTRK < 0. Then G is (Q,S,R) dissipative if and only if the system with feedback
u = −Ky is asymptotically stable.

This is a key result which underlies the dissipativeness tests in the following
sections. Briefly, the strategy is to use graphical tests for cyclodissipativeness,
and then to use Theorem 26 to turn them into tests for dissipativeness. Before
proceeding to a proof of this result, it is appropriate to look at its assumptions.
The condition on (I +DK) is a minor technicality which ensures that the feedback
system is well-posed. The condition is of minor importance; if (I + DK) were
singular, it would always be possible to perturb K slightly, to make (I + DK)
nonsingular without disturbing the other conditions of the theorem. The important
constraint is the negative definiteness condition. It can be seen that such a K can
be found precisely when the triple (Q,S,R) falls within our class of “interesting”
triples. Thus, our definition of “interesting” defines the class of supply rates for
which Theorem 26 is applicable.

Finally, note that the theorem works with any K such that Q−SK−KTST +
KTRK < 0. There is no question of having to search among all possible feedbacks
to find one that is stabilising. It turns out — indeed, it is a consequence of the
theorem — that among the set of all K that satisfy this inequality, either all are
stabilising or none of them are. Thus, any K in this set is as good as any other.
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Proof of Theorem 26.
Let u = u1 −Ky, and let G1 denote the map from u1 to y. We have

[
yT uT

] [ Q S
ST R

] [
y
u

]

=
[
yT uT1

] [ I −KT

0 I

] [
Q S
ST R

] [
I 0

−K I

] [
y
u1

]

=
[
yT uT1

] [ Q− SK −KTST +KTRK S −KTR
ST −RK R

] [
y
u1

]

and therefore G is (Q,S,R) (cyclo)dissipative if and only iff G1 is (Q1, S1, R) (cy-
clo)dissipative, where Q1 = Q− SK −KTST +KTRK and S1 = S −KTR. Since
G1 is in the class of systems to which Lemma 5 is applicable, the result follows
immediately.

The results given so far in this section are sufficient to develop graphical criteria.
For conceptual completeness, however, we need one more result. As before, it is
convenient to have a separate treatment of the case Q < 0.

Lemma 6. If Q < 0, then G is (Q,S,R) dissipative if and only if M(s) ≥ 0 for
all s in Re s ≥ 0.

Proof. Note first that, for s close to a pole of G(s), the expression for M(s)
is dominated by the term G(s)∗QG(s). If Q < 0, then G(s) can have no pole in
the region where M(s) ≥ 0. (For a more formal proof of this fact, one can prove a
finite upper bound for ‖G(s)‖ in the region where M(s) ≥ 0.) Thus, the conditions
Q < 0 and M(s) ≥ 0 in the right half-plane imply that G is asymptotically stable.
Then M(s) ≥ 0 in the region Re s ≥ 0 implies that M(jω) ≥ 0 for all real ω, which
in turn implies that G is cyclodissipative, by Theorem 25. Finally, Lemma 5 tells
us that G is dissipative.

For the converse, suppose that G is dissipative; then of course G is also cy-
clodissipative, which implies by Theorem 25 that M(jω) ≥ 0 for all real ω. It also
implies, by Lemma 5, that G(s), and therefore M(s), has no poles in the closed
right half-plane. It is a standard result of complex analysis that the conditions
M(jω) ≥ 0 for ω real, and M(s) ≥ 0 for Re s ≥ 0, are equivalent given this
constraint on the poles. Therefore, dissipativeness implies the desired frequency
domain condition. �

For more general Q, this argument fails because G(s) might have right half-
plane poles. Fortunately, there is another route to the desired result.

Theorem 27. If there exists some K such that Q−SK−KTST +KTRK < 0,
then G is (Q,S,R) dissipative if and only if M(s) ≥ 0 for all s in Re s ≥ 0 such
that s is not a pole of G.

Proof. As in the proof of Theorem 26, let G1 represent the system with
feedback −Ky, and note that G is (Q,S,R) (cyclo)dissipative iff G1 is (Q1, S1, R)
(cyclo)dissipative, where Q1 and S1 were defined earlier. The transfer function of

G1 is G1(s) = G(s) [I +KG(s)]
−1

.
Consider the function

M1(s) = R+ ST
1 G1(s) +G1(s)

∗S1 +G1(s)
∗Q1G1(s)

By expanding out the terms, we find that

[I +KG(s)]
∗
M1(s) [I +KG(s)] =M(s)

and thus M1(s) ≥ 0 if and only if M(s) ≥ 0, except possibly at the poles of G(s)
and the poles of G1(s). The poles of G1(s) may in fact be ignored in this argument,
since they are confined to the left half-plane.
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The proof is now immediate, via the equivalences

G is (Q,S,R) dissipative ⇔ G1 is (Q1, S1, R) dissipative

⇔ M1(s) ≥ 0 in Re s ≥ 0, by Lemma 6

⇔ M(s) ≥ 0 in Re s ≥ 0

where, in the last line, it is understood that we ignore those s that are poles of
G. �

Actually, it does not matter whether the closed half-plane Re s ≥ 0 or the
open half-plane Re s > 0 is used in the statement of this theorem, because M(s)
is continuous except at the poles of G(s). For the same reason, we do not have
to assert anything about how M(s) behaves at the poles of G(s). Informally, we
do not mind if M(s) becomes infinite, provided that it goes to +∞ rather than to
−∞; and this is ensured by the condition that M(s) ≥ 0 in the vicinity of the right
half-plane poles.

It is legitimate to ask whether it is really necessary to assume that there exists
some K such that Q− SK −KTST +KTRK < 0. Perhaps surprisingly, there are
cases known where the theorem fails in the absence of that assumption. That is,
we really are restricted to the “interesting” supply rates in order to get a simple
correspondence between time-domain and frequency-domain properties.

The formulation of equation 7 precludes the possibility of G(s) having a pole
at infinity. To allow that case, we would have to modify 7 to include derivatives
of the input; this would lead us into a complicated redefinition of the class of
admissible inputs, a digression which it is probably best to avoid. As a practical
matter, though, there is a simple modification to the frequency domain criteria
that handles this case. Instead of looking at M(jω) for real ω, plot M(s) for s
moving clockwise along a D-shaped contour, which consists of the line s = jω for
ω ∈ [−k, k], and a semicircle of radius k in the right half-plane; and take the limit
as k → ∞.

It can also be convenient, especially in computer implementation of the graph-
ical tests, to have the contour avoid the imaginary poles of G(s), if any. To do this,
let the contour follow a semicircle in the right half-plane, of radius ε, around each
imaginary pole; and take the limit as ε → 0. These refinements, which should be
familiar to anyone who knows the Nyquist stability criterion, are necessary in the
tests later in this chapter which require one to count how many times the plot of
G(jω) encircles a critical region.

3. Graphical tests: the scalar case

In this section, we focus attention on linear systems with a scalar transfer
function; that is, with a single input and a single output. This case is singled
out for special attention because (a) it is the case which most commonly occurs in
practice; (b) the results are in part prerequisites for the multivariable results to be
given later; and (c) for a scalar transfer function, it is possible to give a complete
catalogue of all possible dissipativeness tests.

If G(s) is a scalar function of s, then also Q, S, and R in the dissipativeness
condition are scalars. It should be clear that — even in the non-scalar case — a sys-
tem is (Q,S,R) (cyclo)dissipative if and only if it is (αQ,αS, αR) (cyclo)dissipative,
for any real constant α > 0. This means that it is only necessary to look at the
three cases Q > 0, Q < 0, and Q = 0. In the case Q = 0, there are two subcases
depending on the sign of S.

Given that all quantities are scalars, we can rewrite the inequality

R + STG(jω) +G(jω)∗S +G(jω)∗QG(jω) ≥ 0
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in the form

Q

∣∣∣∣G(jω) +
S

Q

∣∣∣∣
2

≥ S2

Q
−R

provided that Q 6= 0. If Q > 0, this becomes
∣∣∣∣G(jω) +

S

Q

∣∣∣∣
2

≥ S2 −QR

Q2

In the case Q < 0, we have the same condition but with the inequality sign reversed.
Finally, if Q = 0 we have the simpler inequality

2S Re G(jω) ≥ −R
whose interpretation depends on the sign of S. The special case Q = S = 0 can, of
course, be ignored as being of no practical interest.

In summary, Theorem 25 leads to the following test for cyclodissipativeness.

Theorem 28. The necessary and sufficient conditions for a scalar G to be
(Q,S,R) cyclodissipative are:

(1) If Q > 0, the graph of G(jω) lies outside the circle with centre −S/Q+ j0

and radius 1
Q

√
S2 −QR.

(2) If Q < 0, the graph of G(jω) lies inside the circle with centre −S/Q+ j0

and radius 1
|Q|

√
S2 −QR.

(3) If Q = 0, the graph of G(jω) lies to the right (if S > 0) or to the left (if
S < 0) of the vertical line Re s = − R

2S .

The name “circle criterion” can be justified in case 3 if we think of a straight
line as a degenerate case of a circle with infinite radius.

For a given G(s), it is evident that the choice of Q, S, and R is far from being
unique. It is common to find, for example, that the graph of G(jω) lies inside one
circle and outside another. In applying these tests with a view to, say, checking
stability, a certain amount of judgement may be needed in selecting the “best”
circle.

Notice, by the way, that the frequency domain inequalities are of a “greater
than or equal” form; strict inequality is not needed. In applying Theorem 28, the
graph of G(jω) is allowed to touch the circle or straight line.

Another point to notice is that case 2, with Q < 0, requires |G(jω)| to be
bounded. That is, cyclodissipativeness with Q < 0 implies that the system has no
purely imaginary poles. It may, however, have poles in the left or right half-planes.
Even in this case, cyclodissipativeness does not imply stability.

For the circles in Theorem 28 to have any meaning, we must of course have
S2 − QR > 0. This is the assumption that we have imposed on the class of
“interesting” (Q,S,R) triples. That assumption was not needed in the proof of
Theorem 25, but it turns out be required anyway to get meaningful circle criteria.
It may be verified that, in the absence of this assumption, the theorem ceases to say
anything interesting about G. Depending on the sign of Q, either M(jω) ≥ 0 can
never be satisfied, or it is satisfied for every G(jω). These remarks, however, apply
only to the scalar case. When Q, S, and R are matrices, the situation becomes
more complicated.

Let us now turn to dissipativeness. Our basic tool is Theorem 26.

Theorem 29. Let S2 −QR > 0. Then the necessary and sufficient conditions
for the scalar G to be (Q,S,R) dissipative are that G(jω) satisfy the appropriate
test of Theorem 28, together with the constraint
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(1) If Q > 0: the number of counterclockwise encirclements of the critical
disc by the graph of G(jω), as ω varies from −∞ to +∞, is equal to the
number of poles in Re s ≥ 0 of G(s);

(2) If Q < 0: G(s) has no poles in Re s ≥ 0;
(3) If Q = 0: G(s) has no poles in Re s > 0, and at most simple poles on

Re s = 0; and, if jω0 is a pole of G(s), then S lim
s→jω0

(s− jω0)G(s) > 0.

Proof. The proofs follow from Theorem 26, by different choices of K in in-
equality 8.

(1) If Q > 0, choose K = Q/S, and note that this makes the number of encir-
clements of the critical disc precisely equal to the number of encirclements
of the point (−1/K, 0) in the Nyquist test.

(2) If Q < 0, choose K = 0.
(3) If Q = 0, choose K = ε/S for small ε > 0, and note that Theorem

26 requires the closed loop poles to be in the open left half-plane for
arbitrarily small ε. If there is an open-loop pole at jω0, then standard
root locus “angle of departure” arguments show that the pole must be
simple and that S Re lim

s→jω0

(s− jω0)G(s) > 0. Finally, the “Re” qualifier

can be dropped from this last condition, on the grounds that M(jω) ≥ 0
for ω close to ω0 implies that the residue is purely real. �

Notice that Theorem 27 was not used in deriving these results. An alternative
approach would be to take Theorem 27 as a starting point, and then to prove
Theorem 29 using the maximum modulus theorem of complex algebra. (For case
1, this involves arguments that almost identical with the standard proof of the
Nyquist criterion.) The approach used here is somewhat simpler, since it takes the
Nyquist theorem as a given result.

Case 2 of the theorem includes finite gain systems as a special case. If a
system is to be (−1, 0,−k2) dissipative, then obviously the best choice for k is
sup |G(jω)|; accordingly, we can call this quantity the gain of G. Naturally, the
gain is a meaningful quantity only when G(s) has no poles in the closed right
half-plane.

4. Graphical tests: the multivariable case

Let us turn now to the case where G(s) is a matrix. In general, it is still
possible to test for cyclodissipativeness via the condition M(jω) ≥ 0; and one way
to do this is to plot the eigenvalues of M(jω) as a function of ω, and check that
they remain nonnegative. This works if Q, S, and R are known. More often, the
problem of interest is: given G(s), find a suitable (Q,S,R) triple. This makes it
more desirable to have tests that work directly from G(jω).

Before proceeding, let us recall a simple fact from matrix algebra, a fact that
is sometimes overlooked. The aforementioned test on the eigenvalues ofM(jω) can
be justified only because M(jω) is an Hermitian matrix; that is, the transpose of
M(jω) is equal to its complex conjugate. This implies, among other things, that
the eigenvalues of M(jω) are real. In the non-Hermitian case, matrix inequalities
cannot be turned into eigenvalue inequalities; instead, one has to work with singular
values. The singular values of a matrix A are the eigenvalues of (A∗A)1/2. Notice
that A∗A is always Hermitian, for any A.

Our first result is for the very special case in which G(s) is a normal matrix.
That is,

G(s) = V (s)Λ(s)V (s)∗
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where
Λ(s) = diag{λ1(s), λ2(s), ..., λm(s)}

and
V (s)−1 = V (s)∗

It is also assumed that Q = qI, S = tI, R = rI for scalars q, t, and r. The lower
case t is used to avoid confusion with the complex variable s.

Theorem 30. Let G(s) be normal with eigenvalues λi(s), and suppose that
t2 > qr. Then G is (qI, tI, rI) cyclodissipative or dissipative iff all λi(s) satisfy the
criteria of Theorem 28 or 29, respectively.

Proof. We have

M(s) = G(s)∗QG(s) +G(s)∗S + STG(s) +R

= V (s)[qΛ(s)∗Λ(s) + tΛ(s)∗ + tΛ(s) + rI]V (s)∗

and this is nonnegative definite iff

qλi(s)
∗λi(s) + tλi(s)

∗ + tλi(s) + r ≥ 0

for all i. �

The pole constraints of Theorem 29 apply, of course, to the poles of each λi(s)
separately. These conditions can if desired be expressed in terms of the poles of
G(s), but there is no computational advantage in doing so.

For the general case, we have to work in terms of singular values.

Theorem 31. Assuming t2 > qr, the necessary and sufficient conditions for G
to be (qI, tI, rI) cyclodissipative are:

(1) If q > 0,

σmin(G(jω) +
t

q
I) ≥ 1

q

√
t2 − qr

for all ω, where σmin denotes the smallest singular value.
(2) If q < 0,

σmax(G(jω) +
t

q
I) ≤ 1

|q|
√
t2 − qr

for all ω, where σmax denotes the largest singular value.
(3) If q = 0,

tλmin(G(jω) +G(jω)∗) ≥ −r
for all ω, where λmin denotes the smallest eigenvalue.

Further, the system is (qI, tI, rI) dissipative iff in addition

(1) If q > 0, qN(s) + tD(s) is nonsingular in Re s > 0, where G(s) =
D(s)−1N(s);

(2) If q < 0, G(s) has no poles in Re s ≥ 0;
(3) If q = 0, G(s) has no poles in Re s > 0 and at most simple poles on Re s =

0; and if jω0 is a pole of G(s), then the residue matrix lim
s→ω0

(s− jω0)tG(s)

is nonegative definite Hermitian.

The proof of this result is similar to that for the scalar case, and is therefore
omitted.

Theorem 31 has two shortcomings. First, it assumes a restrictive form for the
matrices Q, S, and R. Second, it requires one to work in terms of singular values
and eigenvalues, giving limited insight into such practical questions as to how to
tune the system in order to obtain the desired properties. Systems engineers are
more likely to prefer tests based directly on the elements of G(s); the remainder of
this section is devoted to such tests. There is, however, a cost. Whereas Theorems
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30 and 31 gave necessary and sufficient conditions for dissipativeness, the graphical
tests to be given in the remainder of this section are sufficiency tests. In exchange
for convenience, we lose some tightness on the bounds.

Most of the results, including Theorems 30 and 31, are for square G(s). The
non-square case — that is, the case of systems with unequal numbers of inputs and
outputs — is to some extent still an open question. There is, however, one general
result which can be helpful in the non-square case.

Theorem 32. For any real matrix A of appropriate dimensions, the system
with transfer function AG(s) is (Q,S,R) (cyclo)dissipative iff the system with trans-
fer function G(s) is (ATQA,ATS,R) (cyclo)dissipative.

The proof is obvious, from the definitions of dissipativeness and cyclodissipa-
tiveness.

While we are looking at transformations, it is also of interest to note the fol-
lowing result.

Theorem 33. If system G is invertible, then it is (Q,S,R) (cyclo)dissipative
iff G−1 is (R,ST , Q) (cyclo)dissipative.

Again, the proof is obvious, although the interpretation of this last theorem
needs some care about the meaning of ”invertible”. If G(s) is strictly proper, then
its formal inverse G(s)−1 is non-proper; that is, it has poles at infinity. A strict
interpretation of the results of this chapter excludes such cases. In practice, a pole
at infinity can be tolerated if the precaution used in applying the Nyquist criterion
are applied: consider a D-shaped contour in the right half plane, and take the
limit as this region expands to include the entire right half plane. For those of the
preceding theorems that require checking a residue matrix in the case q = 0, the
residue matrix for a pole at infinity is lim

s→∞
1
s tG(s).

The utility of these last two “transformation” results lies in the fact that our
later theorems give sufficient but not necessary conditions for dissipativeness. For
example, some of the tests benefit from a diagonal dominance condition: the off-
diagonal elements ofG(jω) should not be too large relative to the diagonal elements.
It sometimes happens that G(jω)−1 has this property even though G(jω) does not,
and in such cases the last theorem can be used.

Before proceeding to the main results, we need two preliminary lemmas.

Lemma 7. Let Z be a complex square matrix with the properties

∑
j

aj

ai
|Zij | ≤ 1 for all i

∑
i

ai

aj
|Zij | ≤ 1 for all j

for some set of positive ai. Then I − Z∗Z ≥ 0.
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Proof. Let x be an arbitrary complex vector, and let (Zx)i denote the ith
component of the vector Zx. Then

|(Zx)i|2 ≤


∑

j

|Zij | |xj |




2

=


∑

j

(
aj
ai

|Zij |
)1/2 (

ai
aj

|Zij | |xj |2
)1/2




2

≤


∑

j

aj
ai

|Zij |





∑

j

ai
aj

|Zij | |xj |2



≤
∑

j

ai
aj

|Zij | |xj |2

From this it follows that
∑

i

|(Zx)i|
2 ≤

∑

j

|xj |2
∑

i

ai
aj

|Zij | ≤
∑

j

|xj |2

This means that x∗Z∗Zx ≤ x∗x, as desired. �

Lemma 8. Let Z be a complex square matrix whose diagonal entries are real,
and suppose that there exist real ai > 0 such that

Zii −
1

2

∑

j 6=i

aj
ai

∣∣Zij + Z∗
ji

∣∣ ≥ 1

for all i. Then Z + Z∗ − 2I ≥ 0.

Proof. Let Y = 1
2 (Z + Z∗) − I. The given constraints for Z map into the

constraints

aiYii ≥
∑

j 6=i

aj |Yij |

Let x be an arbitrary complex vector. Then

x∗Y x =
∑

i


Yii |xi|2 +

∑

j 6=i

Yijx
∗
i xj


 ≥

∑

i


Yii |xi|2 −

∑

j 6=i

|Yij | |xi| |xj |




Now let ui = |xi| /ai. This gives

x∗Y x ≥
∑

i

∑

j 6=i

aiaj |Yij |
(
u2i − uiuj

)2
=

∑

i

∑

j>i

aiaj |Yij | (ui − uj)
2

where we have separated out the cases j < i and j > i, and taken advantage of the
fact that |Yji| = |Yji|. Clearly, then, Y ≥ 0, which is the desired result. �

After these preliminaries, we can finally turn to graphical dissipativeness tests.
It is convenient to adopt the following terminology. For a given transfer function
matrix G(s), the ith Nyquist band of radius δi(ω) is the region swept out in the
complex plane by a circle with centre gii(jω) and radius δi(ω), as ω varies from
−∞ to +∞. In the special case where G(s) is a diagonal matrix, these “Nyquist
bands” will simply be Nyquist plots of the diagonal elements. The broadening of
the plots caused by δi(ω) is, in the general case, an allowance to take into account
the off-diagonal elements of G(jω).
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Theorem 34. Let the ith Nyquist band of radius

max


∑

j 6=i

|gij(jω)| ,
∑

j 6=i

|gji(jω)|




lie inside the circle with centre (ci, 0) and radius ρi, for each i. Define P = diag{ρi}
and C = diag{ci}. Then G is (−P−1, P−1C,P − C2P−1) cyclodissipative, and
dissipative if in addition G has no poles in the closed right half plane.

Proof. We have

|gii − ci|+
∑

j 6=i

|gij | ≤ ρi

and

|gii − ci|+
∑

j 6=i

|gji| ≤ ρi

for all i. Define Z(jω) = P−1/2(G(jω) − C)P−1/2; then it is easily shown that
Z(jω) satisfies the conditions of Lemma 7. The remaining details are obvious. �

Theorem 35. Let the ith Nyquist band of radius

1

2

∑

j 6=i

(|gij(jω)|+ |gji(jω)|)

lie outside the circle with centre (ci, 0) and radius ρi, for each i. Define P =
diag{ρi} and C = diag{ci}. Then G is (P−1,−P−1C,C2P−1−P ) cyclodissipative;
and dissipative if in addition the sum of the net counterclockwise encirclements of
the critical circles by the bands is equal to the number of poles of G(s) in the closed
right half plane.

Proof. Let

V = diag

{
gii − ci
|gii − ci|

}

and

Z = V ∗P−1/2(G− C)P−1/2

Then it may be shown from Lemma 8 that Z + Z∗ − 2I ≥ 0, and then that

Z∗Z − I = (Z − I)∗(Z − I) + Z + Z∗ − 2I ≥ 0

The remaining details are obvious. �

Notice that Theorem 34 covers the case where all the Nyquist bands lie inside
critical circles, and that Theorem 35 covers the case where they lie outside critical
circles. It would be useful to have a result for the more general case, where the ith
Nyquist band lies outside a circle for some i, and inside a circle for the remaining i,
leading to (Q,S,R) dissipativeness where Q is sign indefinite. This is still an open
problem.

The next result, for (0, S, R) dissipativeness, is in the same family of tests, but
it is interesting to see that the bands used can be a little narrower.

Theorem 36. Let S = diag{σi}, where each σi can be +1 or -1. Suppose that
the ith Nyquist band of radius 1

2

∑
j 6=i

aj

ai

∣∣σigij + σjg
∗
ij

∣∣, for arbitrary real constants

ai > 0, lies to the left (if σi < 0) or to the right (if σi > 0) of the line Re s = bi,
and let B = diag{bi}. Then G is (0, S,−2BS) cyclodissipative; and dissipative if
in addition G(s) has no poles in the closed right half plane.
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Proof. The bounds are of the form

σiRe gii ≥ σibi +
1

2

∑

j 6=i

aj
ai

∣∣σigij + σjg
∗
ji

∣∣

which reduces to

aiYii ≥
∑

j 6=i

aj |Yij |

where Y = SG + G∗S − 2BS. One can then argue, as in Lemma 8, that Y ≥ 0,
which gives the desired result. �

To apply this result in practice, the easiest approach is first to choose ai = 1
for all i, and use the conservative estimate 1

2

∑
j 6=i (|gij |+ |gji|) for the radius of

the ith band. This allows a decision to be made on the sign of each σi. Narrower
bands can be drawn when the σi are all known, to allow the bi to be measured. If
desired, one can then experiment with different ai to get even tighter estimates.

The last three theorems may be interpreted as saying that G inherits the dissi-
pativeness properties of its diagonal entries, with a correction to take into account
the influence of the off-diagonal terms. Clearly, these tests will give good results
when the off-diagonal terms are small with respect to the diagonal terms, but could
be overly conservative otherwise. Let us now consider an alternative approach,
which in some cases is less restrictive in the constraints it places on the gij(jω).

In each of the tests that follow, it is assumed that constant matrices B and C
have been selected such that

|gij(jω)− cij | ≤ bij

for all ω, and all i and j with i 6= j. This is itself a circle test, and it should be
clear how the ”best” bij and cij can be selected graphically. The diagonal entries
bii and cii are unspecified so far, but will be given in the theorem statements that
follow.

The results rely on the properties of M-matrices. Briefly, a real square matrix is
an M-matrix if its off-diagonal elements are all nonpositive and its leading principal
minors are positive. More details are given in the Appendix. For our present
purposes, we need the following results from the Appendix.

(1) Let B be a real square matrix all of whose entries are nonnegative, and
let K be a diagonal matrix whose diagonal entries are sufficiently large to
make K −B an M-matrix. Then there exists a positive definite diagonal
matrix D such that BTDB ≤ DK2.

(2) Let (−B) be an M-matrix. Then, for any positive definite diagonal K
such that (−B −K) is also an M-matrix, there exists a positive definite
diagonal matrix D such that BTDB ≥ DK2. Further, for the same D
and K we have

B̃TDB̃ ≥ DK2

for any B̃ = [b̃ij ] that satisfies

b̃ii ≤ bii < 0 for all i

0 < b̃ij ≤ bij for all j 6= i

(3) If M is an M-matrix, then there exists a positive definite diagonal D such
that DM +MTD > 0.

A further relevant point is that the matrices D and K in these assertions are
easy to compute. For further details, see the Appendix.

Notice, by the way, that if we did not require D to be diagonal than the M-
matrix conditions could be replaced by conditions on the eigenvalues of the matrices
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in question. It turns out, however, that the proofs of the following three theorems
rely critically on the fact that D is diagonal.

Theorem 37. Suppose that the Nyquist plot of gij(jω) lies inside the circle with
centre (cij , 0) and radius bij, for all i and j. Then G is (−D,DC,DK2 − CTDC)
cyclodissipative, where K and D are diagonal positive definite matrices, chosen such
that K −B is an M-matrix and D is a solution of BTDB ≤ DK2. It is dissipative
if in addition G(s) has no poles in Re s ≥ 0.

Proof. The circle conditions give

‖yi − (Cu)i‖T ≤
∑

j

bij ‖uj‖T

for all i, and therefore

∑

i

di ‖yi − (Cu)i‖2T ≤
∑

i

di



∑

j

bij ‖uj‖T




2

for any set of di > 0. The left side of this inequality can easily be written as an inner
product, but the right side can not. To get around this problem, let vi = ‖ui‖T .
Then

〈y − Cu,D(y − Cu)〉T ≤
∑

i

di(Bv)
2
i

= vTBTDBv

≤ vTDK2v

=
∑

i

dik
2
i ‖ui‖2T

=
〈
u,DK2u

〉
T

This gives the desired result. �

Theorem 38. Suppose that the Nyquist plot of gii(jω) lies outside the cir-
cle with centre (cii, 0) and radius bii, for all i, and for all j 6= i the Nyquist
plot of gij(jω) lies inside the circle with centre (cij , 0) and radius bij. Then G
is (D,−DC,CTDC −DK2) cyclodissipative, where K is a diagonal positive defi-
nite matrix chosen such that (−B−K) is an M-matrix, and D is a diagonal positive
definite matrix chosen such that D is a solution of BTDB ≤ DK2. It is dissipative
if in addition gij(s) has no poles in Re s ≥ 0 for j 6= i, and the number of anti-
clockwise encirclements of the critical disk by gii(s) is equal to the number of right
half plane poles of gii(s).

Proof. The circle conditions now give

‖yi − (Cu)i‖T =

∥∥∥∥∥∥
(gii − cii)ui +

∑

j 6=i

(gij − cij)uj

∥∥∥∥∥∥
T

≥ ‖(gii − cii)ui‖T −
∑

j 6=i

‖(gij − cij)uj‖T

≥ −bii ‖ui‖T −
∑

j 6=i

bij ‖uj‖T

We cannot square this inequality, as in the previous theorem, because the right side
could be positive or negative, depending on ‖u‖T . (Notice that bii < 0, and bij ≥ 0
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for j 6= i.) To get around this problem, we can replace the inequality by
∑

i

‖yi − (Cu)i‖2T ≥ −
∑

j

b̃ij ‖uj‖T ≥ 0

where b̃ij = bij whenever the original right side is positive; and otherwise b̃ij is a
modification of bij just sufficient to bring the right side up to zero. A little thought
will show that this can always be done consistently with the earlier stated conditions
that ensure B̃TDB̃ ≥ DK2. The remainder of the proof is almost identical with
the proof of Theorem 37. �

Theorem 39. Suppose gii is (0, ti, ri) (cyclo)dissipative, and the off-diagonal
elements satisfy |gij(jω)− cij | ≤ bij for j 6= i. Let cii = 0 for all i. Choose
K = diag{ki} such that the matrix M with elements

mii = ki − ri

mij = − |ti| bij for j 6= i

is an M-matrix, and let D be a diagonal positive definite solution of DM +MTD >
0. Then G is (0, DT,DK−TDC−CTDT ) (cyclo)dissipative, where T = diag{ti}.

Proof. The dissipativeness conditions imply

2ti 〈yi − (Cu)i, ui〉T ≥ −ri ‖ui‖2T +
∑

j 6=i

2ti 〈(gij − cij)uj, ui〉T

≥ −ri ‖ui‖2T −
∑

j 6=i

2 |ti| |bij | ‖ui‖T ‖uj‖T

Let vi = ‖ui‖T . Then
2ti 〈yi − (Cu)i, ui〉T + ki ‖ui‖2T ≥

∑

j

mijvivj

and therefore∑

j

2diti 〈yi − (Cu)i, ui〉T +
∑

j

diki 〈ui, ui〉T ≥ vT (DM +MTD)v ≥ 0

The remaining details are obvious. �

In effect, Theorems 37 to 39 view the system as an interconnection of scalar
subsystems, and show that, under certain conditions, dissipativeness of the subsys-
tems implies dissipativeness of the overall system. In principle, it should be possible
to mix the conditions of these theorems, for example by allowing some of the gii to
lie outside circles and others to lie inside circles. The derivation of dissipativeness
tests of that type is still an open problem.

A natural question is whether Theorems 37 to 39 are more or less conservative
than Theorems 34 to 36. There seems to be no clear-cut answer. A shortcoming of
the M-matrix tests is that they require the condition |gij(jω)− cij | ≤ bij to hold
independently for each j 6= i. The constants bij and cij cannot depend on ω, and
there is no trade-off possible if, for example, the gij are large in different frequency
ranges for different j. In contrast Theorem 36, in particular, allows frequency-
dependent cancellations between gij and g∗ji. On the other hand, the M-matrix
conditions themselves are generally less restrictive than the conditions of Theorems
34 to 36. What this means in practice is that, for any given example, it is worth
trying both types of test to see which one gives the best results.

To close this section, let us consider a result which is closely related to Theorem
35. The proof is not easy, but the result is of considerable historical importance; it
is, in effect, a mapping into our terminology of the first known multivariable circle
criterion.
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Theorem 40. Let Θ = diag{θi} satisfy
∑

i θ
−2
i ≤ 1, and suppose there exist

Z = diag{ζi} and H = diag{ηi} such that the Nyquist plots satisfy either

|ζi + gii| −
∑

j 6=i

|gij | > θiηi for all i

or

|ζi + gii| −
∑

j 6=i

|gji| > θiηi for all i

Then G is (D2, D2Z,D2(Z2 − H2)) cyclodissipative, and dissipative with the ad-
dition of the usual encirclement conditions, where D is (ΘH)−1 in the case of the
first inequality being satisfied, or Θ in the second case.

Proof. Let A−1 = Z−H and B−1 = Z+H . Rosenbrock [Ros70] showed that
the given conditions imply that Y is positive real, where the matrix Y is defined
as Y = (B−1 + Θ−1GΘ)−1(A−1 + Θ−1GΘ) in the first case, and Y = (A−1 +
ΘGΘ−1)(B−1+ΘGΘ−1)−1 in the second case. In that second case, the positive real
condition Y +Y ∗ ≥ 0 reduces immediately to the desired dissipativeness condition.
The first case is more complicated, but may be handled by a technique due to
Araki [Ara75]. Let X = (Y + I)−1(Y − I); then the condition Y + Y ∗ ≥ 0 implies
the bounded real condition I − X∗X ≥ 0, which in turn reduces to the given
dissipativeness condition. �

By analogy with the earlier results in this section, one might expect two more
results along these lines. That is, similar criteria for (Q,S,R) dissipativeness where
Q < 0 and Q = 0. It is easy to conjecture the probable forms of such conditions,
but so far no proofs are known. Another open problem is to find a more direct
proof of Theorem 40.

5. Results using multipliers

A standard trick in stability testing is to introduce extraneous dynamics into
the system, in the hope of adding extra flexibility to the stability criteria. A typical
situation is shown in figures 1 and 2. Figure 1 is a feedback system whose stability
we wish to investigate. For concreteness, it can be supposed that G is a linear
system characterised by a transfer function G(s), and that N is a memoryless
nonlinearity. Figure 2 shows an augmented system, in which a linear “multiplier”
Z, with transfer function Z(s), is inserted in the loop, with Z−1 also inserted to
keep the loop gain unchanged. Clearly, it is not hard to establish conditions under
which stability of the augmented system implies stability of the original system.

Figure 1. A feedback system
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Figure 2. The augmented system with multiplier Z

A similar technique may be used for more general multi-loop systems. The
main requirement is that, whenever a multiplier is inserted into the block diagram,
its inverse must also be inserted at the appropriate points.

As we have seen in earlier chapters, a stability analysis can be carried out by
finding the dissipativeness parameters of subsystems. That means that we want to
find the dissipativeness parameters of ZG and NZ−1. This will, one hopes, lead to
less restrictive conditions than for the case Z = I.

The analysis of the nonlinear system NZ−1 will be left to the next chapter.
For now, we reassure the reader that there are indeed interesting classes of N and
Z for which useful results can be obtained. The topic of the present section is to
obtain dissipativeness conditions for the linear system ZG. In connection with this
problem, one can make several preliminary observations:

(1) If Z(s) is known, then of course one can simply compute the transfer
function of F (s) = Z(s)G(s), and then use the methods given earlier.
Normally, however, Z(s) is not known, and part of the problem is to find
a suitable Z(s). This means that we need tests that are based on G(s)
alone.

(2) Because we are looking for graphical tests, a standing assumption through-
out this section will be that G(s) is a scalar transfer function. Although
some results are known for the multivariable case, they are not easy to
express in graphical form.

(3) It is sometimes necessary to assume that there are no pole-zero cancel-
lations in forming the product Z(s)G(s). Actually, no such assumption
is needed for the dissipativeness analysis itself, but it might be needed in
concluding that dissipativeness implies stability. The rule is not invariable
— a pole-zero cancellation in the left half plane can often be tolerated —
and we recommend that each case be treated separately on its merits.

(4) For the most part, only very simple forms of Z(s) are worth considering.
For a complicated Z(s), it becomes too difficult to deduce the properties
of Z(s)G(s) from those of G(s).

(5) The circle criteria of earlier sections were based on the Nyquist plot of
G(jω), a graph in which the horizontal axis is Re G(jω) and the vertical
axis is Im G(jω). Most of the tests in this section use a Popov plot,
where the horizontal axis is Re G(jω) as before, but the vertical axis is
ωIm G(jω).

We shall adopt the following notation. With F (s) = Z(s)G(s), let Fr =
Re F (jω) and Fi = Im F (jω). Likewise, let Gr = Re G(jω) and Gi = Im G(jω).
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The quantity we want to test is

M(jω) = R + STF (jω) + F (jω)∗S + F (jω)∗QF (jω)

which simplifies to
M(jω) = R+ 2SFr +Q(F 2

r + F 2
i )

because all quantities are scalars. For useful graphical criteria, the condition
M(jω) ≥ 0 must be turned into an inequality involving Gr and Gi.

Of course, dissipativeness also imposes conditions on the poles of F (s) in Re s ≥
0, and in some cases residue conditions where there are imaginary poles. To keep
the discussion simple, it will be assumed throughout this section that F (s) has no
poles in Re s ≥ 0, and no poles at infinity. The details of the more general case
can easily be filled in by the reader.

Let us begin with the very simplest case: Z(s) = s. This gives Fr = −ωGi,
Fi = ωGr, and therefore

M(jω) = R− 2SωGi + ω2Q(G2
r +G2

i )

If Q = 0, then M(jω) ≥ 0 is equivalent to ωGi ≥ R
2S or ωGi ≤ R

2S , depending
on the sign of S. Thus, the required condition is that the Popov plot lie above or
below (depending on the sign of S) a horizontal straight line. This is very different
from the familiar passivity-like criteria, where the boundary is a vertical straight
line.

When Q 6= 0, the appropriate graph is a graph of ωGi against ωGr, and the
condition is that this graph lie inside or outside a circle, depending on the sign of
Q.

The foregoing results are fairly elementary, but they do illustrate the basics of
the multiplier method. Let us now turn to a more interesting case: a multiplier of
the form Z(s) = 1 + αs, where α is a (so far unspecified) constant. Here we have
Fr = Gr − αωGi, Fi = αωGr +Gi, so that the quantity of interest is

M(jω) = R+ 2S(Gr − αωGi) +Q(G2
r +G2

i + α2ω2G2
r + α2ω2G2

i )

The case Q = 0, which corresponds to the standard Popov criterion, is partic-
ularly important.

Theorem 41. For the multiplier Z(s) = 1 + αs, the system ZG is (0, S, R)
cyclodissipative if the Popov plot of G(jω) lies to the right, if S > 0, or to the left,
if S < 0, of the straight line of slope 1/α which passes through the point (− R

2S , 0).

This is illustrated in Figure 3, for the case where S, R, and α are all posi-
tive. This corresponds to the standard form of the Popov criterion. Notice that
Theorem 41, unlike the standard Popov criterion, puts no sign constraints on these
constants. (We may, however, discover that α has to be sign-constrained once we
start investigating the nonlinear part of the system.) It can be seen that the line
of Theorem 41 crosses the real axis at precisely the same point as the line in the
third part of Theorem 28.

When Q 6= 0, M(jω) depends on the four variables Gr, Gi, ωGr, and ωGi. To
obtain graphical criteria on a two-dimensional plot, it is necessary to eliminate two
of these variables. For the case Q > 0, there are two approaches that give useful
results.

Theorem 42. With Q > 0, let p1 and p2 denote the two points on the real axis
where

x = − S

Q
±

√
S2 −QR

Q

Then there exists a multiplier Z(s) = 1 + αs such that ZG is (Q,S,R) cyclodissi-
pative if the Popov plot of G(jω) lies outside either of the two regions:
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Figure 3. The Popov criterion

(1) the ellipse with boundary
(
x+

S

Q

)2

+ α2

(
y − S

αQ

)2

=
2S2 −RQ

Q2

which passes through the points p1 and p2; or
(2) the region bounded by the parallel straight lines, of slope 1/α, passing

through the points p1 and p2.

Proof. For the first condition, notice that

M(jω) ≥ R+ 2S(x− αy) +Q(x2 + α2y2)

where x = Re G(jω) and y = ωIm G(jω). The right side of this inequality is zero

on an ellipse, with centre
(
− S

Q ,
S
αQ

)
which passes through the points p1 and p2, and

positive outside the ellipse. For the second condition, we may use the alternative
inequality

M(jω) ≥ R+ 2S(x− αy) +Q(x− αy)2

which shows that M(jω) is nonnegative whenever (x−αy) lies outside the bounds
described by two parallel lines passing through p1 and p2. �

The two cases are illustrated in Figure 4, for the case where both p1 and p2 lie
to the left of the origin. It is also possible that one of both of them lies to the right
of the origin. The ellipse bound is usually less restrictive than the straight line
bounds, but there could be some transfer functions where the opposite is true. The
most interesting feature of Theorem 42 is that the points p1 and p2 are precisely the
points cut by the circle in the standard circle criterion. Theorem 42 is in a sense
less restrictive than the usual circle criterion, because it allows the centre of the
ellipse to be displaced from the real axis. (This does, however, increase the area of
the ellipse.) Unfortunately a direct comparison with the circle criterion would be
unrealistic, primarily because the dissipativeness conditions on the nonlinear block
NZ−1, to be derived in the next chapter, are typically more stringent than those
on N alone.
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Figure 4. Bounds on the Popov plot for Theorem 42

The results for Q < 0 are less satisfactory, and not worth presenting here.
Basically, the conditions are that the Popov plot lie inside a parabola, that G(s)
have no poles in Re s ≥ 0, and that |G(jω)| < K/ω for some constant K. This last
condition simply says that G(s) must have more poles than zeros. Unfortunately
the location of the parabola depends on K, in such a way that the conditions are
unreasonably restrictive unless K is small.

An alternative way to introduce a multiplier is shown in Figure 5, where h
is a real constant gain. It is easy to show that the re-drawn block diagram is
equivalent, given suitable initial conditions for the Z and Z−1 subsystems, to the
original feedback loop. Thus, it is of interest to derive dissipativeness conditions
for the linear system with transfer function ZG/(1 + hG).

It is, incidentally, very easy to show that G/(1+ hG) is (Q,S,R) dissipative iff
G is (Q+ 2hS + h2R,S + hR,R) dissipative. This means that if Z were inside the
inner loop — that is, if the subsystem of interest were ZG/(1+ hZG) — we would

Figure 5. An alternative augmentation of the system
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not have a new situation. The present reformulation is interesting only because Z
does not occur in the denominator of ZG/(1 + hG).

Theorem 43. If h(2S + hR) ≥ 0, the linear system with transfer function
(1+αs)G(s)/(1+hG(s)) is (0, S, R) cyclodissipative if the Popov plot of G(jω) lies
in the region defined by

2αSy ≤ (1 + hx)(R + (2S + hR)x)

Proof. Letting x = Gr = Re G(jω), Gi = Im G(jω), and y = ωGi, a simple
calculation shows that

|1 + hG(jω)|2M(jω) = h(2S + hR)G2
i + (1 + hx)(R + (2S + hR)x)− 2αSy

which is nonnegative under the given conditions. �

The boundary of the inequality in the theorem is a downward-pointing parabola.
Depending on the sign of αS, the Popov plot must lie above or below this parabola.
If no multiplier had been used — and if h had been known in advance — then G
could have been tested for (2hS + h2R,S + hR,R) cyclodissipativeness, using the
circle criterion of Theorem 28. It is interesting to note that the circle and the
parabola cross the x axis at precisely the same two points. Those same crossing
points also occur in the ellipse test of Theorem 42; and in yet another ellipse test,
which follows.

Theorem 44. Let Q1 = Q + 2hS + h2R and S1 = S + hR. If Q ≥ 0 and
Q1 ≥ 0, then the linear system with transfer function (1 + αs)G(s)/(1 + hG(s)) is
(Q,S,R) cyclodissipative if the Popov plot of G(jω) lies in the region defined by

Q1x
2 + 2S1x+ α2Qy2 − 2αSy +R ≥ 0

Proof. Almost identical to the proof of Theorem 43. �

When Q and Q1 are both positive, this inequality describes the exterior of an
ellipse, and the conclusion of Theorem 44 is very similar to that of Theorem 42.
There is a difference, however, in the relationship between the centre of the ellipse
and its eccentricity.

When Q = 0, the result collapses back to the result of Theorem 43. When Q
is positive but Q1 = 0, the ellipse turns into a sideways-pointing parabola. When
Q and Q1 are both zero, the boundary is a straight line.

As a further illustration of what is possible, let us consider a more complicated
multiplier.

Theorem 45. Let Q1 = Q + 2hS + h2R, S1 = S + hR, and Q2 = α2Q +
2αβhS + β2h2R. Then the linear system with transfer function

G1(s) =
1 + αs

1 + βs

G(s)

1 + hG(s)

is (Q,S,R) cyclodissipative if Q1 ≥ 0 and the Popov plot of G(jω) lies in the region
defined by the two bounds

Q2x
2 + 2β(αS + βhR)x+ β2R ≥ 0

Q1x
2 +Q2y

2 + 2S1x− 2S(α− β)y +R ≥ 0

Proof. Let M(jω) = R + 2SRe G1(jω) + Q |G1(jω)|2. Expanding out this
expression, the result is

(1 + β2ω2) |1 + hG(jω)|2M(jω)

= Q1G
2
r +Q2(ωGi)

2 + 2S1Gr − 2S(α− β)ωGi +R

+Q1G
2
i + ω2(Q2G

2
r + 2β(αS + βhR)(Gr + β2R)
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which is nonnegative if the conditions of the theorem are satisfied. �

The first inequality here describes a region bounded by a pair of vertical lines.
The plot must lie between the lines if Q2 < 0, outside them if Q2 > 0. (If Q2 = 0, we
have only a single line.) The second inequality describes a region whose boundary is
a conic section: an ellipse, a parabola, a pair of hyperbolae, or one or two straight
lines, depending on the signs of the coefficients. In most cases the two regions
overlap to some extent. The overall frequency domain condition is sometimes quite
restrictive, and sometimes not, depending on the combination of parameters α, β,
and so on.

By a regrouping of the terms in the proof of this theorem, a variant of Theorem
45 can be obtained in which the inequalities are conditions on the Nyquist plot
rather than the Popov plot. The boundaries in the Nyquist plane are a pair of
conic sections; the details are left to the reader.

Evidently, more complicated multipliers are going to lead to more complicated
restrictions in the frequency domain, and it is doubtful whether it is worth looking
at more general cases. An exception is the class of RL and RC multipliers, defined
as follows.

Definition 19. Z(s) is in class RL if it has the form

Z(s) =
N∏

n=0

s− αn

s− βn

for some N , where the constants αn and βn are real and satisfy 0 < α0 < β0 <
α1 < β1....

Definition 20. Z(s) is in class RC if Z(s)−1 is in class RL.

That is, the poles and zeros of an RL or RC function are real, and alternate
along the negative real axis. The relationship between these definitions and the
properties of RL and RC circuits should be obvious. To obtain useful results, we
deliberate exclude the possibilities of poles or zeros at the origin or at infinity.

Lemma 9. For any given 0 < a < b < ∞, any θ ∈
(
−π

2 ,
π
2

)
, and any ε > 0,

there exists an RL or RC function such that

|phase Z(jω)− θ| < ε

for all ω in [a, b].

The proof of this lemma may be found in Cho and Narendra [CN68]. Briefly,
an RL function will work if θ ≥ 0, and an RC function is appropriate if θ < 0.
Notice that we say nothing about how to construct Z(s), which will be of high
order if the bounds are tight. Lemma 9 will be applied in such a way that the
actual Z(s) is of no importance; it is sufficient to know that a suitable multiplier
exists.

Lemma 10. Suppose that the Nyquist plot of G(jω) lies to the right, if S > 0,
or to the left, if S < 0, of a straight line passing through the origin, and that it does
not touch this line for any finite ω. Then there exists an RL or RC multiplier Z
such that ZG is (0, S, 0) cyclodissipative.

Outline proof. The graphical condition implies that the phase of SG(jω)
lies in the range (−π/2 − θ, π/2 − θ), where θ is the angle that the straight line
makes with the imaginary axis. From Lemma 9, there exists a suitable Z(s) such
that the phase of SZ(jω)G(jω) lies in the range (−π/2, π/2) over a finite frequency
range. The fact that G(s) is real rational places restrictions on the phase of G(jω)
as ω → 0 or ω → ∞, so with care this argument can be extended to all ω.
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Lemma 10 can be used to derive a family of stability criteria known as the
off-axis circle criteria. Suppose that the Nyquist plot of G(jω) lies inside a circle
which intersects the real axis at the points (−1/K2, 0) and (−1/K1, 0). Unlike the
standard circle criteria, the centre of the circle can be anywhere in the complex
plane. Using the fact that bilinear transformations map circles to circles, with
straight lines as the degenerate case, it can be shown that

1 +K2G(jω)

1 +K1G(jω)

satisfies the conditions of Lemma 10.

6. Discrete-time systems

Many of the results of this chapter apply virtually without change to a system
described by difference equations

xk+1 = Axk +Buk

yk = Cxk +Duk

where now we use ℓ2 rather than L2 signal spaces. The usual transfer function
description of this system is via the z transform

G(z) = D + C(zI −A)−1B

The key change is to replace the half-plane Re s ≥ 0 by the region |z| ≥ 1. Cor-
respondingly, plots of G(jω) for real ω must be replaced by plots of G(ejθ), as θ
varies from 0 to 2π; and statements about poles in the right half-plane must be
replaced by statements about poles outside or on the unit circle.

With these changes, all results of the first half of this chapter — including
the multivariable tests — are applicable to the discrete-time case virtually without
modification. Theorem 29 needs a new proof, which the reader can easily supply.
For the remaining theorems and lemmas, even the proofs carry over with negligible
change.

It is only when multipliers are introduced that the discrete-time results differ
significantly from their continuous-time counterparts. The following simple result
illustrates the way in which the differences appear.

Theorem 46. The linear discrete-time system with transfer function G1(z) =
(1 + αz)G(z) is (0.S, R) dissipative if the graph of y = Re ejθG(ejθ) against x =
Re G(ejθ), as θ varies from 0 to 2π, lies in the region

R + 2Sx+ 2αSy ≥ 0

Proof. We must evaluate

M(z) = R+ 2SRe G1(z) +Q |G1(z)|2

as z moves around the circle z = ejθ. Letting G(ejθ) = Gr + jGi, the result is

M(ejθ) = R+ 2SGr + 2αS(Gr cos θ −Gi sin θ)

= R+ 2Sx+ 2αSy

with the appropriate definition of x and y. �

The inequality in this condition is formally the same as the inequality required
in the continuous-time Popov criterion. However the question of turning this into
a stability criterion, and indeed the whole issue of multipliers for discrete-time
systems, remains very much an open question.
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7. Notes and references

Many of the results of this chapter are previously unpublished. Those which
are not new have been presented in a very different order from their historical
development; we have taken advantage of a great deal of hindsight to unify the
results and simplify the proofs.

The first general graphical test was that of Popov ([Pop61], but more readily
available in [Pop73]); it corresponds to Theorem 41. The next was the scalar cir-
cle criterion, Theorem 29, due to Sandberg [San64] and Zames [Zam66]. (Both
Sandberg and Zames used a more general setting that included multivariable sys-
tems; but only in the scalar case were their results explicitly graphical.) Numerous
variants of these criteria subsequently appeared. Our Theorems 42 to 45 were in-
spired by the parabola criterion of Bergen and Shapiro [BS67]. The off-axis circle
criterion was due to Cho and Narendra [CN68].

Rosenbrock [Ros70] produced the first multivariable circle criterion, Theorem
40. Theorem 35 is essentially equivalent to a result by Cook [Coo74]. Theorems
37 to 39 have been taken almost verbatim from Araki [Ara76].

The relationship between frequency-domain and time-domain inequalities has
a long history. The special cases of (0, I, 0) dissipativeness and (−I, 0, I) dissipa-
tiveness follow from well-known results for linear passive circuits; see for example
Anderson and Vongpanitlerd [AV73]. Based on these known results, there was
undoubtedly a feeling widespread in the systems theory community that Theorems
25 and 27 were “intuitively obvious”; but a careful treatment took some time to
appear. For a detailed discussion, see the optimal control results of J.C. Willems
[Wil71]. The assumption that leads to condition 8 is from Moylan [Moy75], based
on a result by Willems [Wil74]. Without this assumption, the frequency domain
condition becomes more complicated [And75].





CHAPTER 9

Simple Nonlinear Systems

1. Introduction

The well-known Popov condition for stability is based on the following scenario.
We have a feedback system in which the forward path is a linear system, and
the reverse path is a memoryless nonlinearity. There are, as we have seen, well-
known sufficient conditions for stability of such systems; but the conditions are not
necessary, and sometimes the known tests fail even though the system is stable. Is
there some other approach we can try?

One other approach is to augment the system by introducing a first order linear
function into the feedback path, and the inverse of that function into the forward
path. If this modified system can be shown to be stable, then it is a simple exercise
to show that the original system is stable, provided that the augmentation did not
create an unstable pole-zero cancellation.

Thus, we are motivated to look for dissipativeness conditions for the combina-
tion of a memoryless nonlinearity and a first-order linear system. While doing that,
we might as well look more general forms of first-order nonlinear systems.

The obvious systems to study are those with state equations

ẋ = f(x) +G(x)u(9)

y = h(x) + J(x)u

where x is a scalar. We already have dissipativeness conditions for such systems, in
the form of a set of equations that must be satisfied. In the first-order case, there
is at least some prospect of finding explicit solutions.

It will turn out that the analysis is complicated for those values of x for which
G(x) = 0, essentially because control is lost as the state passes through such points.
(The analysis is possible; it is actually the statement of results that becomes compli-
cated.) Because that situation is likely to be rare in practice, a standing assumption
throughout this chapter is that G(x) 6= 0 for all x.

As in the last chapter, we shall proceed by first looking for cyclodissipativeness
conditions. If these can be found, we can then proceed to ask whether at least one
virtual storage function is a storage function; that is, whether it has nonnegative
values for all values of the state.

2. The class of interesting (Q,S,R) triples

It has been mentioned before that not all possible (Q,S,R) triples are interest-
ing. If we consider the function

f(u, y) = yTQy + 2yTSu+ uTRu

with u and y considered as independent variables — that is, not constrained to be
the input and output of a system — then it should be obvious that

• If f(u, y) ≥ 0 for all u and all y, then every system is (Q,S,R) dissipative,
regardless of its input-output map;

83
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• If f(u, y) < 0 for all u and all y, then no system can be (Q,S,R) dissipa-
tive.

Thus, the only triples that interest us are those with the property that f(u, y)
is negative for some values of u and y, and positive for some other values.

In the general case where Q, S, and R are matrices it is not clear how to express
this condition more precisely. In the scalar (single input, single output) case, we
can pin it down exactly. Note that

f(u, y) =
(
Qz2 + 2Sz +R

)
u2 where z = y/u

from which it is clear that

• If Q = 0, f(u, y) can be given both positive and negative values, by choice
of u, iff S 6= 0;

• If Q 6= 0, f(u, y) can be given both positive and negative values iff the
equation Qz2 + 2Sz +R = 0 has two distinct real solutions.

It takes only elementary algebra to see that both cases can be covered with
a single condition: the triple (Q,S,R) is “interesting” iff S2 − QR > 0. We shall
therefore henceforth be making that assumption.

3. General conditions for cyclodissipativeness

For the system 9 to be (Q,S,R) cyclodissipative, there must exist a scalar
storage function φ(x) and vector functions ℓ(x) and W (x) such that

f(x)
dφ(x)

dx
= Qh(x)2 − ℓ(x)T ℓ(x)

1

2
G(x)

dφ(x)

dx
= h(x)(QJ(x) + S)− ℓ(x)TW (x)

QJ(x)2 + 2SJ(x) +R = W (x)TW (x)

We can cast this into a more convenient form by eliminating ℓ(x) and W (x), to
produce the matrix inequality

[
Qh(x)2 −m(x)f(x) (QJ(x) + S)h(x)− 1

2G(x)m(x)

(QJ(x) + S)h(x)− 1
2G(x)m(x) R̂(x)

]
≥ 0

where m(x) = dφ(x)
dx , and R̂(x) = R + 2SJ(x) + QJ(x)2. Clearly one necessary

condition for a solution to exist is R̂(x) ≥ 0 for all x, but beyond this point the

conditions are going to depend on whether R̂(x) is zero.
For dissipativeness, we require the further conditions φ(0) = 0 and φ(x) ≥ 0

for all x. It is convenient to treat this as a separate issue; that is, to concentrate
on the conditions for cyclodissipativeness first, and then to check the sign of the
storage function.

To simplify the notation, we shall suppress the explicit x dependence in what
follows. That is, we write the above matrix inequality in the form

(10)

[
Qh2 −mf (QJ + S)h− 1

2Gm

(QJ + S)h− 1
2Gm R̂

]
≥ 0

Notice that this is a condition that must be satisfied pointwise for each value of x.
In interpreting the meaning of the results, we must of course bear in mind that we
are dealing with inequalities which must, in the final summary, be satisfied for all
x.

In particular, let us note that it is quite possible for R̂(x) to be zero for some

but not all values of x. Since the case where R̂ is zero is to be treated as a separate
subcase, we must bear in mind the need for the subcases to be unified in the final
statement of results.
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Before proceeding, let us take note of a useful identity. We have

R̂Q = QR+ 2QJS +Q2J2

= (QJ + S)2 − (S2 −QR)

=
(
QJ + S +

√
S2 −QR

)(
QJ + S −

√
S2 −QR

)

If either R̂ or Q is zero, then QJ + S = ±
√
S2 −QR. (Either sign is possible,

depending on the parameter values.) Otherwise, we can conclude that the two

quantities QJ +S+
√
S2 −QR and QJ +S−

√
S2 −QR must have the same sign

if Q > 0, and opposite signs if Q < 0. This observation turns out to be useful in a
later part of the analysis.

3.1. The case where R̂ = 0. When R̂ is zero, there is a unique solution for
m, namely

m =
2

G
(QJ + S)h

and this solution must satisfy the condition

Qh2 −mf ≥ 0

or equivalently

Qh2 ≥ 2

G
(QJ + S)hf

Let z = Gh/f ; then the above inequality becomes

Qz2 ≥ 2(QJ + S)z

Note however that m will become infinite if G = 0 and h 6= 0, which is one reason
we have decided to exclude the case G = 0.

3.2. The case where R̂ > 0. In the more general case R̂ > 0, the neces-
sary and sufficient condition for cyclodissipativeness is that the determinant of the
matrix in inequality (10) be nonnegative. It is easy to show that this determinant

can be written as am2 + bm + c, where a = − 1
4G

2, b = (QJ + S)Gh − R̂f , and

c = R̂Qh2 − (QJ + S)2h2 = −(S2 − QR)h2. Observe that both a and c are non-
positive. This means that, if any solution exists for m, then all solutions have the
same sign. The condition for a real solution to exist for m is, of course,

b2 − 4ac ≥ 0

which reduces to

R̂f2 − 2(QJ + S)fGh+Q(Gh)2 ≥ 0

If any solution exists, then one such solution is given by

m = − b

2a
=

2

G2

(
(QJ + S)Gh− R̂f

)

Observe that this formula remains valid for the case R̂ = 0. Of course this “solution”
is a valid solution only if the discriminant inequality is satisfied. The fact that all
solutions have the same sign means that we are not going to lose any generality by
focusing on just one particular solution.

As above, let z = Gh/f ; then the above inequality becomes

R̂− 2(QJ + S)z +Qz2 ≥ 0

and the form of this inequality is similar to the condition found for the case R̂ = 0.
We can therefore proceed with a single calculation that covers both cases.
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3.3. The general case R̂ ≥ 0. In both cases, the necessary and sufficient
conditions for cyclodissipativeness are

Qz2 − 2(QJ + S)z + R̂ ≥ 0

where z = Gh/f . Depending on the sign of Q, this means that z must lie inside or
outside an interval [b1, b2]. For Q 6= 0, the interval bounds are

b1, b2 =
(QJ + S)±

√
(QJ + S)

2 −QR̂

Q
=

(QJ + S)±
√
S2 −QR

Q

For Q = 0, z must lie in the interval
(
−∞, R̂/ (2S)

]
if S > 0, or in the interval

[
R̂/ (2S) ,∞

)
if S < 0. We can summarise these results in the following theorem.

Theorem 47. Assume that G(x) 6= 0 for all x, and that S2 > QR. If Q = 0,
define b(x) = J (x) + 1

2R/S, and if Q 6= 0 define

b1(x) =
1

Q

(
QJ(x) + S −

√
S2 −QR

)

b2(x) =
1

Q

(
QJ(x) + S +

√
S2 −QR

)

Then the necessary and sufficient conditions for system (9) to be (Q,S,R) cyclodis-
sipative are

(1) R + 2SJ(x) +QJ(x)2 ≥ 0 for all x.
(2) z(x) = G(x)h(x)/f(x) lies inside or outside an interval, as follows:

(a) If Q > 0 then, for all x, z(x) lies outside the range (b1(x), b2(x));
(b) If Q < 0 then, for all x, z(x) lies inside the range [b2(x), b1(x)];
(c) If Q = 0 and S > 0 then, for all x, z(x) lies inside the range

(−∞, b(x)];
(d) If Q = 0 and S < 0 then, for all x, z(x) lies inside the range

[b(x),∞).

Note that this theorem gives conditions for cyclodissipativeness. The conditions
imply the existence of a virtual storage function, but we do not yet know anything
about its sign.

The possibility f(x) = 0 leads to a difficulty in interpreting the above theorem.
However, it is easy to show that in that case the required condition is Qh(x)2 ≥ 0.
If f(x) is zero only for those x for which h(x) is zero then z might well still be
well-defined. Otherwise, it should be clear that in the case f(x) = 0 the system
can be cyclodissipative only if Q ≥ 0.

4. Conditions for dissipativeness

For the system to be dissipative, we need

φ(x) =

∫ x

0

m(σ)dσ ≥ 0 for all x

in addition to the cyclodissipativeness conditions. Although we know that in general
the solution for m(x) is not unique, one solution is given by

m(x) =
2

G(x)2

(
(QJ(x) + S)G(x)h(x) − R̂(x)f(x)

)

=
2

G(x)2
β(x)f(x)

where
β(x) = (QJ(x) + S) z(x)− R̂(x)
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Consider now the possible values for the sign of (QJ+S)z− R̂ when the conditions
of theorem 47 are satisfied. Consider first the case Q 6= 0. Letting b represent either
of the bounds on z, we have

(QJ + S)b− R̂ =
1

Q

(
(QJ + S)

2 ± (QJ + S)
√
S2 −QR

)
− R̂

=
1

Q

(
R̂Q + S2 −QR± (QJ + S)

√
S2 −QR

)
− R̂

=
1

Q

( √
S2 −QR± (QJ + S)

)√
S2 −QR

If Q < 0 then both bounds on β are nonpositive (or strictly negative if R̂ > 0),
while if Q > 0 the two bounds have opposite signs.

In the case Q = 0 we have a one-sided bound b on z, and we get

(QJ + S) b− R̂ = −1

2
R̂ ≤ 0

The conclusion so far is that β(x) ≤ 0 for all x if Q ≤ 0. (In the case Q > 0 we
cannot conclude anything about the sign of β(x).) This calculation has been for
just one particular solution for m(x). Recall, however, the following property: for
any x, if any solution exists for m(x), then all solutions for m(x) have the same
sign. This means that our conclusions about the sign properties of β remain valid
for any arbitrary solution.

It is difficult to proceed any further in the general case, because we know
nothing about the sign of f(x). We can, however, get stronger results in the case
where the open-loop system ẋ = f(x) is known to be asymptotically stable. Because
we are dealing with a first-order system, the necessary and sufficient condition for
asymptotic stability is xf(x) < 0 for all x 6= 0. In this case we can conclude that
xm(x) ≥ 0 for all x, and therefore φ(x) ≥ 0 for all x, whenever Q ≤ 0. That is,
cyclodissipativeness implies dissipativeness in this case.

When Q > 0, a sufficient (but perhaps not necessary) condition for the storage
function to be nonnegative is β(x) ≤ 0 for all x. The condition required is

(QJ(x) + S) z(x) ≤ R̂(x)

and we must combine this with the cyclodissipativeness condition that z(x) lie
outside the range [b1(x), b2(x)], where

b1(x) =
1

Q

(
QJ(x) + S −

√
S2 −QR

)

b2(x) =
1

Q

(
QJ(x) + S +

√
S2 −QR

)

Recall that b1 and b2 have the same sign. In the case where QJ + S > 0, the two
bounds are positive, and we are adding the extra condition

z ≤ R̂

QJ(x) + S
=

2b1b2
b1 + b2

In the case QJ + S < 0 we have the same condition with the inequality reversed.
It is easy to see that this new bound lies between b1 and b2, the net result being
that one of the original bounds is superseded while the other remains in force.

We can summarise these results in the following theorem.

Theorem 48. Assume that G(x) 6= 0 for all x, and that S2 > QR. Suppose
also that the free system ẋ = f(x) is asymptotically stable. If Q = 0, define b(x) =
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J (x) + 1
2R/S, and if Q 6= 0 define

b1(x) =
1

Q

(
QJ(x) + S −

√
S2 −QR

)

b2(x) =
1

Q

(
QJ(x) + S +

√
S2 −QR

)

Then system (9) is (Q,S,R) dissipative if

(1) R + 2SJ(x) +QJ(x)2 ≥ 0 for all x.
(2) z(x) = G(x)h(x)/f(x) lies inside an interval, as follows:

(a) If Q < 0 then, for all x, z(x) lies inside the range [b2(x), b1(x)];
(b) If Q = 0 and S > 0 then, for all x, z(x) lies inside the range

(−∞, b(x)];
(c) If Q = 0 and S < 0 then, for all x, z(x) lies inside the range

[b(x),∞);
(d) If Q > 0 then z(x) lies inside the range (−∞, b1(x)] for all x such

that QJ(x) + S > 0, and inside the range [b2(x),∞) for all x such
that QJ(x) + S < 0.

In the case Q ≤ 0, these conditions are both necessary and sufficient for dissi-
pativeness. For Q > 0, the conditions are sufficient but not necessary.

Example 1. Consider the system

ẋ = −x3 + u

y =
ax3

1 + x2

From this we can calculate

z(x) =
G(x)h(x)

f(x)
= − a

1 + x2

Obviously z lies in the interval [−a, 0]. Comparing this with the conditions of The-
orem 48, we can see that this matches the case Q < 0, with

b1 =
1

Q

(
S −

√
S2 −QR

)
= 0

b2 =
1

Q

(
S +

√
S2 −QR

)
= −a

If we arbitrarily choose S = 1, then we get R = 0 and Q = −2/a. The other condi-
tions of the theorem are obviously satisfied, so the system is (−2/a, 1, 0) dissipative.
One possible storage function can be calculated via

m(x) =
2

G2

(
(QJ + S)Gh− R̂f

)
=

2ax3

1 + x2

φ(x) =

∫ x

0

2aξ3

1 + ξ2
dξ = ax2 − a ln(1 + x2)

5. Systems with linear dynamics

A case of special interest is where the u 7−→ x mapping is linear, and all
the nonlinearity lies in the readout map. That is, G and J are constant, h(.) is
possibly nonlinear, and f(x) = −αx for some constant α. To avoid complicating
the analysis, let us consider only the cases where α ≥ 0.
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5.1. Systems with a pole in the left half plane. For the case α > 0, the
results are immediate from theorems 47 and 48.

Theorem 49. Suppose that α > 0 and G 6= 0, and S2 > QR. Then the
necessary and sufficient conditions for the system

ẋ = −αx+Gu(11)

y = h(x) + Ju

to be (Q,S,R) cyclodissipative are

(1) R + 2SJ +QJ2 ≥ 0.
(2) h(x) lies inside or outside a sector, as follows:

(a) If Q > 0 then Gh(x) lies outside the sector (k2, k1);
(b) If Q < 0 then Gh(x) lies inside the sector [k1, k2];
(c) If Q = 0 and S > 0 then Gh(x) lies inside the sector [k,∞);
(d) If Q = 0 and S < 0 then Gh(x) lies inside the sector (−∞, k];

where

k1 = − α

Q

(
QJ + S −

√
S2 −QR

)

k2 = −α

Q

(
QJ + S +

√
S2 −QR

)

if Q 6= 0, and k = −α
(
J + 1

2R/S
)
if Q = 0.

Theorem 50. Suppose that α > 0 and G 6= 0, and S2 > QR. Then the system

ẋ = −αx+Gu(12)

y = h(x) + Ju

is (Q,S,R) dissipative if

(1) R + 2SJ +QJ2 ≥ 0.
(2) h(x) lies inside a sector, as follows:

(a) If Q < 0 then Gh (x) lies inside the sector [k1, k2];
(b) If Q = 0 and S > 0 then Gh (x) lies inside the sector [k,∞);
(c) If Q = 0 and S < 0 then Gh (x) lies inside the sector (−∞, k];
(d) If Q > 0 and QJ + S > 0, then Gh (x) lies inside the sector [k1,∞);
(e) If Q > 0 and QJ+S < 0. then Gh (x) lies inside the sector (−∞, k2];

where

k1 = − α

Q

(
QJ + S −

√
S2 −QR

)

k2 = −α

Q

(
QJ + S +

√
S2 −QR

)

if Q 6= 0, and k = −α
(
J + 1

2R/S
)
if Q = 0.

We can also say something about the signs of the sector bounds.

• If Q < 0 then k1 ≤ 0 ≤ k2;
• If Q = 0 and S > 0 then k ≤ 0;
• If Q = 0 and S < 0 then k ≥ 0;
• If Q > 0 and QJ + S > 0 then k2 ≤ k1 ≤ 0;
• If Q > 0 and QJ + S < 0 then k1 ≥ k2 ≥ 0.

One practical application of these results is where we have a linear system with
transfer function 1

1+αs followed by a sector nonlinearity h. In this case we can
apply the theorems with G = α and J = 0. Note that the sector bounds for h are
then independent of α — a feature that leads, among other results, to the Popov
criterion.
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The foregoing results are phrased in such a way that we start with a given
(Q,S,R) and then have to derive the sector bounds. Often in practice the question
is the other way around: given the sector bounds, find a triple such that the system
is (Q,S,R) dissipative. Suppose, then, that we have a linear system with transfer
function 1

1+αs (with α > 0) followed by a memoryless nonlinearity h in the sector

[h1, h2]. From the last theorem we can conclude the following.

• If h1 = −∞ and h2 ≥ 0 then the system is (Q,−1, (2−Qh2)h2) dissipa-
tive for any Q in the range 0 ≤ Q ≤ −2/h1;

• If h1 = −∞ and h2 < 0 then the system is (0,−1, 0) dissipative;
• If h1 ≤ h2 < 0 then the system is (−1, 12h1, 0) dissipative;

• If h1 ≤ 0 ≤ h2 then the system is (−1, 12 (h1 + h2) ,−h1h2) dissipative;
• If 0 < h1 ≤ h2 then the system is (−1, 12h2, 0) dissipative;
• If h1 ≤ 0 and h2 = ∞ then the system is (Q, 1,− (Qh1 + 2)h1) dissipative
for any Q in the range 0 ≤ Q ≤ −2/h1;

• If h1 > 0 and h2 = ∞ then the system is (0, 1, 0) dissipative.

The dissipativeness parameters are never unique. In particular, if a system
is (Q,S,R) dissipative then it is also (Q1, S, R1) dissipative for any Q1 ≥ Q and
R1 ≥ R. In the above list we have given only the “least conservative” results, i.e.
those corresponding to the smallest possible Q and R. In some cases, where there
is a trade-off between Q and R, there is a range of reasonable choices.

5.2. An integrator plus nonlinearity. The following result is for the case
α = 0.

Theorem 51. The necessary and sufficient conditions for the system

ẋ = Gu

y = h(x) + Ju

to be (Q,S,R) cyclodissipative are R+ 2SJ +QJ2 ≥ 0 and Q ≥ 0.

Proof. It is not immediately obvious that Theorem 47 is applicable, because
z in that theorem is infinite. Let us therefore go back to the more general condition

[
Qh(x)2 −m(x)f(x) (QJ(x) + S)h(x)− 1

2G(x)m(x)

(QJ(x) + S)h(x)− 1
2G(x)m(x) R̂(x)

]
≥ 0

where m(x) = dφ(x)
dx and R̂(x) = R + 2SJ(x) + QJ(x)2. In the present case this

simplifies to
[

Qh(x)2 (QJ(x) + S)h(x)− 1
2G(x)m(x)

(QJ(x) + S)h(x)− 1
2G(x)m(x) R̂(x)

]
≥ 0

Obviously a necessary condition for this to be satisfied is Q ≥ 0 and R̂ ≥ 0. These
conditions are also sufficient, because we are free to choose m(x) such that the
off-diagonal elements are zero. �

Let us now consider the question of dissipativeness, as opposed to cyclodissi-
pativeness. If any solution exists for m(x), then one solution is given by

m (x) =
2 (QJ + S)

G
h (x)

Clearly, a sufficient condition for dissipativeness is that h(x) lie in the sector [0,∞)
or (−∞, 0], depending on the sign of (QJ + S) /G.

Theorem 52. The system

ẋ = Gu

y = h(x) + Ju
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is (Q,S,R) dissipative provided that R+ 2SJ +QJ2 ≥ 0, Q ≥ 0, and

• if (QJ + S) /G > 0 then h(x) lies in the sector [0,∞);
• if (QJ + S) /G < 0 then h(x) lies in the sector (−∞, 0].

It is easily verified that the case QJ + S = 0 cannot occur. As in an earlier
theorem, the sector condition is sufficient but not necessary. A possibility which is
not covered by this theorem is illustrated in the following example.

Example 2. An interesting extreme case is the system

ẋ = u

y = h(x)

where h(x) is defined by

h (x) =

{
1 if x ∈ (N,N + 1] and N is even
−3 if x ∈ (N,N + 1] and N is odd

This is a case where h(x) not only fails to satisfy the sector condition, but in fact∫ x

0
h(σ)dσ diverges to −∞ as x increases. Nevertheless, it can be shown that this

system is (1, 2, 1) dissipative, with storage function

φ (x) =

{
6 (x−N) if x ∈ (N,N + 1] and N is even

6− 6 (x−N) if x ∈ (N,N + 1] and N is odd

This example takes advantage of the fact that there is a range of possible
solutions for m(x).





CHAPTER 10

Additional results

In this chapter we collect together a number of results that do not really belong
anywhere else. We begin with some extensions of the stability results earlier in
this book. Next, we look at a relationship between dissipativeness and an inverse
problem in optimal control, followed by a treatment of the concept of dissipation
delay. Finally, we present a structure result that shows how a passive system can be
decomposed as the interconnection of a memoryless passive system and a lossless
system.

1. Relaxed stability tests

The results in this section come from [Moy81], but they were strongly influ-
enced by related results by Vidyasagar[Vid79a].

Let us recall our general stability result for interconnected systems. We have N
subsystems and we assume that subsystem i is (Qi, Si, Ri) dissipative, for i = 1..N .
We define an overall input vector u which is a column vector of all the individ-
ual subsystem inputs ui, and similarly for the outputs; and we have a connection
equation

u = ue −Hy

where ue represents the external inputs, and H is an N ×N matrix. We then form
the matrix

Q̂ = Q− SH −HTST +HTRH

and conclude that the overall system is stable if Q̂ < 0. Here, “stable” means either
input-output stable, or asymptotically stable in the sense of Lyapunov, depending
on the system model we are working with.

What if we only have Q̂ ≤ 0? In this section, we show that that too can
sometimes imply stability.

1.1. Combining dissipativeness parameters. It is very common to find
that a system is dissipative with respect to two distinct sets of (Q,S,R) parameters.
For example, it might happen that a system is both passive and finite gain. Suppose,

then, that subsystem i is both (Q
(1)
i , S

(1)
i , R

(1)
i ) dissipative and (Q

(2)
i , S

(2)
i , R

(2)
i )

dissipative. We do not, however, require that a second set of dissipativeness pa-
rameters be found for every subsystem. For those subsystems for which we cannot

find a second set of parameters, we can simply set (Q
(2)
i , S

(2)
i , R

(2)
i ) = (0, 0, 0). Ob-

viously, that means that subsystem i is also (Q
(1)
i +αQ

(2)
i , S

(1)
i +αS

(2)
i , R

(1)
i +αR

(2)
i )

dissipative, for any real scalar α ≥ 0.

Repeating the Q̂ calculation with these new parameters, we get

Q̂ = Q(1) + αQ(2) −
(
S(1) + αS(2)

)
H −HT

(
S(1) + αS(2)

)T

+HT
(
R(1) + αR(2)

)
H

= Q̂(1) + αQ̂(2)

93
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where Q̂(1) is the original Q̂, and Q̂(2) is what would have been calculated using
only the second set of parameters.

It follows, obviously, that we can conclude stability if there exists some α ≥ 0
such that Q̂(1) + αQ̂(2) < 0.

Typically Q̂(2) will have no special sign properties, but we can always express
it as Q̂(2) = QB −QC , where QB ≤ 0 and QC ≤ 0. The choice of QB and QC will
not always be unique, but that turns out not to matter in what follows.

Our key result depends on the following two lemmas. The first of these is from
[Vid79b], although we prefer a slightly different proof.

Lemma 11. Let A ≥ 0 and C ≥ 0 be two Hermitian n× n matrices such that

rank
[
A C

]
= rank [A]

Then there exists a real α > 0 such that A− αC ≥ 0.

Proof. It is always possible to find a nonsingular matrix T such that

TA =

[
A1

0

]

where A1 has full row rank. (If A already has full row rank, then A1 = A and there
are no zero rows.) Let us partition TC in the same way, as

TC =

[
C1

C2

]

Now, premultiplication by a nonsingular matrix does not change the rank of a
matrix, so the rank condition can be written as

rank T
[
A C

]
= rank [TA]

or

rank

[
A1 C1

0 C2

]
= rank

[
A1

0

]

and therefore C2 = 0, because A1 has full row rank.
The premultiplication by T is equivalent to performing a series of elementary

row operations on A. If we now perform the same operations on the columns of A,
we get

TAT ∗ =

[
A11 A12

0 0

]

But TAT ∗ is Hermitian, so A12 = 0 and A11 > 0. If we perform the same operations
on C, we get

T (A− αC) T ∗ =

[
A11 − αC11 0
0 0

]

Since A11 > 0 and C11 ≥ 0, we will get A11 − αC11 > 0 for any sufficiently small
α > 0, and this is sufficient to prove that A− αC ≥ 0. �

A more careful examination of the conditions shows that the range of α for
which this works is

0 < α <
λsnz(A)

λmax(C)

where λmax(C) is the largest eigenvalue of C, and λsnz(A) is the smallest nonzero
eigenvalue of A. These are real positive numbers, because non-negative definite
Hermitian matrices have real nonnegative eigenvalues.
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Lemma 12. Let A, B, and C be three symmetric nonnegative definite n × n
matrices such that

rank
[
A B

]
= n

rank
[
A C

]
= rank [A]

Then there exists a real α ≥ 0 such that A+ α (B − C) is positive definite.

Proof. If A = 0 the result is trivially true. Otherwise, Lemma 11 says that
we can find an α > 0 such that A−αC ≥ 0. Then for any y 6= 0 we can assert that

y∗ (A− αC) y ≥ 0

and

y∗ (αB) y ≥ 0

Our rank conditions imply that these two quantities cannot be zero simultaneously,
so their sum is always positive. �

The point of Lemma 12 is that we can start with an A that is merely non-
negative definite, and with the aid of a minor modification obtain a matrix that is
positive definite.

This leads to a stability theorem for the interconnected system. Recall that
Q̂(1) was derived from the “primary” dissipativeness parameters, that Q̂(2) comes
from a second set of dissipativeness parameters, and that Q̂(2) was decomposed as
Q̂(2) = QB −QC , where QB ≤ 0 and QC ≤ 0.

Theorem 53. The interconnected system is stable if Q̂(1) ≤ 0, and if in addi-
tion

rank
[
Q̂(1) QB

]
= n

rank
[
Q̂(1) QC

]
= rank

[
Q̂(1)

]

where n is the sum of the total number of outputs of the subsystems.

Proof. Obvious from Lemma 12. We trust that the reader is not confused by
the change in signs between the lemma and the theorem. �

To apply this in practice, we must choose the supplementary dissipativeness
parameters in such a way that QB compensates for the rank deficiency of Q̂(1),
while not letting QC complicate the result. In the most general case it is not
obvious how often these conditions will be satisfied, but when we get down to
specifics it is not hard to find examples.

For a concrete example, suppose that we have three passive systems and an
interconnection matrix

H =




1 1 0
−1 1 −1
0 1 0




The calculation of Q̂(1) is easy in this case:

Q̂(1) = −H −HT =




−2 0 0
0 −2 0
0 0 0




Thus Q̂(1) ≤ 0, but it is singular, so we need a QB that will add nonzero entries to
the third row and column.

Suppose that the second system has a lower bound on its gain. That is, it
satisfies

〈y2, y2〉T ≥ ε 〈u2, u2〉T
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for some ε > 0, which means that it is (1/ε, 0,−1) dissipative. This gives a new set
of matrices

Q(2) =




0 0 0
0 1

ε 0
0 0 0


 S(2) = 0 R(2) =




0 0 0
0 −1 0
0 0 0




which leads to

Q̂(2) = Q(2) +HTRH =




−1 1 −1
1 −1 1
−1 1 −1


−




0 0 0
0 − 1

ε 0
0 0 0




It can be seen that QC adds nothing to the rank of Q̂(2), while QB supplies the
desired third row and column, so the conditions of the theorem are satisfied. Note,
too, that we do not need to know the value of ε. It is sufficient to know that an
ε > 0 exists.

Suppose instead that we knew that the third system had finite gain; that is,
that it was (−1, 0, k2) dissipative. (At this point, you might want to ask yourself
why we are putting this condition on the third rather than the second system.)
Re-doing the calculation, we get

Q̂(2) = Q(2) +HTRH =




0 0 0
0 0 0
0 0 −1


− k2




0 0 0
0 −1 0
0 0 0




Again, the rank conditions are satisfied, so we can conclude stability.

1.2. Using finite gain constraints. The earliest stability results for inter-
connected systems tended to be “weak coupling” criteria: the individual subsystems
were assumed to be stable in isolation, and then one looked for conditions under
which the interconnection did not destroy the stability. We no longer need to re-
strict ourselves to such conservative approaches. Nevertheless, it is very commonly
true that many, perhaps most, of the subsystems in a large-scale system are known
to be stable.

Given this, it makes sense to look for results that take advantage of the fact
that we know certain subsystems are finite-gain stable, in addition to whatever
other dissipativeness properties they have.

Let us suppose, then, that subsystem i is (Qi, Si, Ri) dissipative for all i, and
that in addition ‖yi‖T ≤ ki ‖ui‖T for some but not all i, where the ki are finite but
not necessarily known constants. Let K be a diagonal matrix formed from the ki,
with the diagonal entry set to 0 for those subsystems that are not known to have
finite gain. Also let D be a diagonal matrix that keeps track of which subsystems
have the finite gain property. We set Dii = 1 if output i has the finite gain property,
and Dii = 0 otherwise. Note that this formulation allows for the case of subsystems
with multiple outputs, some of which have the finite gain property and some which
do not.

Calculating Q̂(2) as before, we get

Q̂(2) = −D +HTKDKH

In addition, we calculate Q̂(1) from the (Qi, Si, Ri) parameters as usual. We then
have the following corollary of Theorem 53.
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Theorem 54. With all matrices defined as above, sufficient conditions for sta-
bility are

Q̂(1) ≤ 0

rank
[
Q̂(1) D

]
= n

rank

[
Q̂(1)

DH

]
= rank

[
Q̂(1)

]

Proof. From Theorem 53, sufficient conditions for stability are Q̂(1) ≤ 0 and

rank
[
Q̂(1) D

]
= n

rank
[
Q̂(1) HTKDKH

]
= rank

[
Q̂(1)

]

This second condition reduces to the one in the theorem statement because KDK
is a diagonal matrix. �

Note that the rank conditions are in this case particularly easy to check. In
particular, we do not have to know any of the gain bounds. We only need to
know which of the subsystems have the finite gain property, in order to form the
D matrix.

2. Connective stability

Connective stability, a concept that appears to have been introduced by Šiljak
[Š78], refers to a property of an interconnected system where the overall system is
stable, and remains stable even if the interconnections are weakened. The precise
form of this weakening needs to be defined. Here, we shall assume that, instead of a
constant gain Hij between subsystems j and i, we have a nonlinearity in the sector
[− |Hij | ,+ |Hij |]. In our analysis, we will allow the nonlinearity to have memory,
subject to strict limits on its gain.

As usual, we assume subsystems yi = Gi (ui) for i = 1...N . To avoid compli-
cations, let us assume that each of these subsystems is a single-input single-output
system, and that the overall collection of N systems has dissipativeness parameters
(Q0, S0, 0). (More general cases can be analysed, but the algebra becomes messy.)
The interconnection equations are

ui = uei − aiiyi −
∑

j 6=i

aijψij (yj)

That is, we allow for linear local feedback, but nonlinear interconnections between
the subsystems. To model this, we introduce N2 extra subsystems

yk = ψk (uk) for k = N + 1...N +N2

These extra subsystems are assumed to satisfy ‖ψk (uk)‖T ≤ ‖uk‖T . That is,
they have finite gain with a gain bound of 1. Equivalently, they are (−pk, 0, pk)
dissipative, where we are allowed to choose pk > 0 arbitrarily. Note that N of these
new subsystems — the ones that would have represented nonlinear local feedback
around each subsystem — are not connected to anything, but we retain them to
keep the indexing easier to follow.

Now we have a total of N + N2 subsystems. For the first N subsystems, the
new interconnection equations are

ui = uei − aiiyi −
∑

j 6=i

aijyNi+j
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and for the remaining N2 subsystems, the interconnection equations are

uk = uek + y(k−1) mod N+1

where we have introduced extra external inputs uek to maintain the rule that there
must be an external input for each internal input. Putting these equations together,
we get

u = ue −Hy = ue −
[
H11 H12

H21 0

]
y

where H11 is a diagonal matrix, H11 = diag{a11, a22, ..., aNN}, and H21 is a pile of
unit matrices:

H21 =




−I
−I
...
−I




TheH12 submatrix, which hasN rows andN2 columns, is a little more complicated.
We have

H12 =
[
−A(1) −A(2) . . . −A(N)

]

where

A
(k)
ij =

{
aij if i = k and j 6= i
0 otherwise

That is, each of the A(k) has nonzero entries only in row k, in such a way that the
entire collection of the A(k) forms a stretched-out version of the A matrix.

The overall H matrix is sparse, which simplifies our calculations, but we have
to be very careful about keeping track of subscripts.

Now, we are supposing that the original set of N systems is (Q0, S0, 0) dissi-
pative. (It is tempting to add an R0 parameter, but that turns out to complicate
the calculations.) The remaining subsystems are (−P, 0, P ) dissipative, where P
is an arbitrary diagonal positive definite matrix. Thus our overall dissipativeness
parameters are

Q =

[
Q0 0
0 −P

]

S =

[
S0 0
0 0

]

R =

[
0 0
0 P

]

Now we can calculate the value of the matrix

Q̂ = Q− SH −HTST +HTRH

The result turns out to be, without too much effort,

−Q̂ =

[
−Q0 −

∑
Pk + 2S0H11 S0H12

HT
12S0 P

]

where each Pk is a diagonal positive definite matrix. Now we have to find conditions
under which −Q̂ > 0. This job is simplified by observing that Q0, S0, H11, and Pk

are all diagonal matrices, and even the off-diagonal blocks are reasonably sparse.
The result depends on quasidominance, a property that is defined in the Ap-

pendix.

Theorem 55. With the above setting, the overall system is stable if AS0− 1
2Q0

is a quasidominant matrix.
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Proof. The quasidominance condition implies that there exists a set of con-
stants dj > 0 such that

diaiiS0i −
1

2
diQ0i >

∑

j 6=i

dj |aijS0j |

Let us define

Ki = diaiiS0i −
1

2
diQ0i −

∑

j 6=i

dj |aijS0j |

Also define dNi+j = dij for i = 1..N ; that is, we simply replicate our N constants
dj an additional N2 times. Now choose

(Pk)j =

{
ε
dj

if j = k
dk

dj
|S0kajk|+ ε

dj
if j 6= k

where ε > 0 is a constant whose value is still to be chosen. This leads to
∑

k

(Pk)i =
Nε

di
+
∑

k 6=i

dk
di

|S0kaik|

Now, observe that, for k > 0, row Nk + j of −Q̂ has one diagonal element
(Pk)j , and if j 6= k then it has exactly one off-diagonal element S0kajk in column

k. (If j = k, there are no off-diagonal elements.) Let r = Nk+ j. By our definition
of P , we have

dr

(
−Q̂rr

)
−
∑

j 6=r

dj

∣∣∣Q̂rj

∣∣∣ = dj (Pk)j − dk |S0kajk| = ε

That takes care of the bottom N2 rows of −Q̂. For the top N rows, we have

di

(
−Q̂ii

)
−
∑

j 6=i

dj

∣∣∣Q̂ij

∣∣∣ = −diQ0i − di
∑

k

(Pk)i + 2diS0iaii −
∑

j 6=i

dj |S0iaij |

= 2Ki +
∑

j 6=i

dj |S0iaij | − di
∑

k

(Pk)i

= 2Ki −Nε

Clearly we can make this positive by choosing 0 < ε < mini 2Ki/N . It follows that

−Q̂ is a quasidominant matrix, and therefore that Q̂ < 0. �

As an obvious application of this result, consider the set of equations

dxi
dt

= −aiixi(t) +
∑

j 6=i

aijxj(t− Tij)

where the Tij are arbitrary time delays. Here each subsystem is an integrator,
therefore passive. A time delay is a finite-gain system with a gain bound of 1. The
conditions of the theorem are satisfied, and so we can conclude that this system is
stable if the matrix A formed from the aij is quasidominant.

3. An optimal control problem

For our next result, we have to go back to state equations that are linear in the
control. Our interest here is primarily in the inverse problem of optimal control:
under what conditions is a given feedback control law optimal with respect to a
given class of performance indices?

Suppose that we have a system

dx

dt
= f(x) +G(x)u
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and we want to minimise the performance index

J(x(0)) = lim
tf→∞

{
n(x(tf ) +

∫ tf

0

(
m(x) + uTRu

)
dt

}

where R is a positive definite symmetric matrix, and m(·) and n(·) have the prop-
erties m(0) = n(0) = 0, m(x) ≥ 0 for all x, and n(x) ≥ 0 for all x. We assume that
all of these functions have sufficient smoothness to permit the use of the Hamilton-
Jacobi-Bellman approach to finding the optimum. We must also assume that the
state space is controllable, because without that condition it is not certain that
J(x) is finite.

We are going to require that the control be one that stabilises the system. This
can be done by adding the explicit condition x(tf ) = 0, or by making the final
weighting n(x(tf ) sufficiently large. It turns out, in fact, that for the infinite time
problem the choice of n(·) is only of marginal importance, in the sense that different
choices of n(·) lead to the same solution; but we shall not explore this and related
questions because of a desire to focus on one particular point. What we are going
to show is that the optimality of the solution can be expressed as a dissipativeness
condition.

It is standard to start with the solution of the corresponding finite-time prob-
lem, and then take the limit. Let the optimal performance index be V (x, t; tf );
then the optimal control is found by minimising

H(V, x, u) = m(x) + uTRu+∇V T f(x) +∇V TG(x)u

giving u = −k(x), where
k(x) =

1

2
R−1G(x)T∇V

To find V , we must solve the equation

∂V

∂t
+H(V, x,−k(x)) = 0

with boundary condition V (x, tf ; tf ) = n(x(tf )). The differential equation simpli-
fies down to

∂V

∂t
+∇V T f(x)− 1

4
∇V TG(x)R−1G(x)T∇V +m(x) = 0

This is for the finite-time problem. Now, it is easy to show that V (x, t; tf ) monoton-
ically approaches a limit φ(x) as tf → ∞, that this limit satisfies the same equation

but with ∂φ
∂t = 0, and that the optimal control for the infinite-time problem is still

given by the same formula, with φ replacing V .
Once we proceed to the infinite-time case, the final weighting function n(·)

disappears from the equations. What is happening here is that the limiting equation

∇φ(x)T f(x)− 1

4
∇φ(x)TG(x)R−1G(x)T∇φ(x) +m(x) = 0

has multiple solutions. The boundary conditions for the finite-time version of the
problem force just one of those solutions to be chosen. It turns out that, of all the
solutions, there is only one that produces a stabilising control.

Using the known expression for k(x), the differential equation can also be writ-
ten as

∇φT f(x)− k(x)TRk(x) +m(x) = 0

Now, for any input u, not necessarily optimal,

dφ

dt
= ∇φT f(x) +∇φTG(x)u
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so that the last equation reduces to

m(x) + uTRu = (u+ k(x))
T
R (u+ k(x)) − dφ

dt
Then for any T > 0 we have

∫ T

0

(
m(x) + uTRu

)
dt =

∫ T

0

(u+ k(x))
T
R (u+ k(x)) dt+ φ(x(0)) − φ(x(T ))

As a side issue, let us look at the stability of the closed loop system. When u
is set equal to the optimal control, the last equation reduces to

φ(x(T )) = φ(x(0)) −
∫ T

0

(
m(x) + uTRu

)
dt

which says that φ(x(t)) is non-increasing with time. Because φ(x) ≥ 0, φ(x(t)) must
converge to some finite limit, which means that x(t) converges to a manifold where
φ(x) is constant. For initial states on that manifold, the optimal trajectories are
such that u(t) = 0 and m(x(t)) = 0. With the obvious observability condition, that
manifold can only be the origin of the state space, so we have an asymptotically
stable system. In this case, the final weighting n(x(tf )) is of so little importance
that it might as well be set to zero. Without the observability condition, however,
we have to set the terminal weighting to a suitably high value in order to force the
optimal solution to be a stabilising solution.

Returning now to the case where u is not necessarily optimal, the fact that
m(x) ≥ 0 for all x means that

φ(x(0)) +

∫ T

0

(
k(x)TRk(x) + 2k(x)TRu

)
dt ≥ φ(x(T ))

That is, the system with input u and output k(x) is (R,R, 0) dissipative.
Note that this is a result for an open-loop system. We can also express the

result in terms of the closed-loop variables. With the loop closed, we have

u = ue − k(x)

where ue is the external input. Now the last inequality becomes

φ(x(0)) +

∫ T

0

(
−k(x)TRk(x) + 2k(x)TRue

)
dt ≥ φ(x(T ))

which means that the optimal closed-loop system, with input ue and output k(x), is
(−R,R, 0) dissipative. That in turn implies that the closed loop has a good margin
of stability.

There is at least one more interesting way of arranging this inequality. If we
eliminate k(x), we get

φ(x(0)) +

∫ T

0

(
uTe Rue − uTRu

)
dt ≥ φ(x(T ))

In particular, when x(0) = 0, this implies
∫ T

0

uTRu dt ≤
∫ T

0

uTe Rue dt

What this means is that, for any external input ue, the feedback is always such as
to reduce the input to the original system. Loosely speaking, the feedback is always
negative. This is a property of optimal solutions to this class of problem that is
not, of course, shared by feedback controls in general.

Optimal feedback of the class just discussed gives systems a number of desirable
properties, but only when m(x) ≥ 0 for all x. It is therefore of interest to look
at the inverse problem: given a proposed feedback law u = −k(x), under what
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conditions does there exist an m(x) ≥ 0 such that this feedback law is optimal for
a performance index of the type we are discussing?

Theorem 56. Let R be a positive definite symmetric matrix. Then for the
system

dx

dt
= f(x) +G(x)u

the stabilising control u = −k(x) is an optimal control for a performance index of
the form

J(x(0)) = lim
tf→∞

{
n(x(tf ) +

∫ tf

0

(
m(x) + uTRu

)
dt

}

for some m(·) and n(·) with the properties m(0) = n(0) = 0, m(x) ≥ 0 for all x,
and n(x) ≥ 0 for all x, if and only if the system

dx

dt
= f(x) +G(x)u

y = k(x)

is (R,R, 0) dissipative.

Proof. Necessity has already been shown. For the converse, suppose that we
have a φ(·) satisfying

φ(x(0)) +

∫ T

0

(
k(x)TRk(x) + 2k(x)TRu

)
dt ≥ φ(x(T ))

As was done in an earlier chapter, we can turn the inequality into an equality by
writing

φ(x(0)) +

∫ T

0

(
k(x)TRk(x) + 2k(x)TRu

)
dt

= φ(x(T )) +

∫ T

0

(ℓ(x) +Wu)T (ℓ(x) +Wu)dt

If we reduce this to differential form we discover that W must be zero, so that

φ(x(0)) +

∫ T

0

(u+ k(x))
T
R (u+ k(x)) dt

= φ(x(T )) +

∫ T

0

(
ℓ(x)T ℓ(x)dt+ uTRu

)
dt

Define m(x) = ℓ(x)T ℓ(x) and n(x) = φ(x). Then

φ(x(0)) +

∫ T

0

(u+ k(x))T R (u+ k(x)) dt

= φ(x(T )) +

∫ T

0

(
m(x) + uTRu

)
dt

If u = −k(x), this reduces to

φ(x(0)) = φ(x(T )) +

∫ T

0

(
m(x) + uTRu

)
dt

which becomes, in the limit as T → ∞,

φ(x(0)) =

∫ ∞

0

(
m(x) + uTRu

)
dt
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This certainly makes it plausible that u = −k(x) is an optimal control that min-
imises this last integral. To be certain of this, suppose that there is some other
stabilising control u1 such that the resulting trajectory leads to

∫ ∞

0

(
m(x) + uT1 Ru1

)
dt < φ(x(0))

With this control, we have

φ(x(0)) +

∫ ∞

0

(u1 + k(x))
T
R (u1 + k(x)) dt < φ(x(0))

which is impossible because R > 0. �

The above result was proved in [MA73], although without using the language of
dissipativeness. By stating the result in terms of dissipativeness, we have obtained
a much simpler proof.

4. Dissipation delay

It was noted in Chapter 3 that a dissipative system can have (and usually does
have) multiple storage functions. One way to interpret this fact is to suppose that
the different storage functions reflect different storage mechanisms, and therefore
different internal realisations of a given input-output relationship. This is consistent
with the idea that dissipativeness is an input-output property, while a storage
function is a function of the internal state.

Let us define a dissipation function D(x, u, t0, t1) via the “conservation of en-
ergy” equation

(13) φ(x(t0)) +

∫ t1

t0

w(t)dt = φ(x(t1)) +D(x(t0), u, t0, t1)

where of course

w(t) = yTQy + 2yTSu+ uTRu

Obviously dissipativeness implies that D(x, u, t0, t1) ≥ 0 for all x and u, and all
t1 ≥ t0. In fact this is also true for a cyclodissipative system, although in that case
the motivation for defining a dissipation function is less strong.

If [φ,D] is any pair satisfying 13, we call [φ,D] a realisation of the system.
To narrow this down a little further, we can note that the integral in equation 13
depends only on the input and output, and not on the internal state.

Lemma 13. If [φ1, D1] and [φ2, D2] are any two realisations of the same dissi-
pative system, then

D1(x0, u, t0, t1) = D2(x0, u, t0, t1)

for any x0 for which φ1(x0) and φ2(x0) are both finite, any t1 ≥ t0, and any u such
that x(t1) = x(t0) = x0.

Proof. If x(t1) = x(t0), then

D2(x(t0), u, t0, t1) =

∫ t1

t0

w(t)dt = D1(x(t0), u, t0, t1)

�

This says that the dissipated energy, for cyclic motions only, depends only
on the input-output relationship and not on the internal state. It might happen,
though, that some realisations dissipate most of the energy in the early part of the
cycle, while others initially store most of the input energy and dissipate it only
later. This motivates the following definition.
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Definition 21. Let [φ1, D1] and [φ2, D2] be two realisations of the same dis-
sipative system. Then [φ1, D1] has less dissipation delay than [φ2, D2], written
[φ1, D1] ≺ [φ2, D2], if

D1(0, u, t0, t1) ≥ D2(0, u, t0, t1)

for all u and all t1 ≥ t0.

That is, less dissipation delay means that energy is dissipated sooner in time.
Of course this is only a partial ordering; it is possible that the two realisations
cannot be compared in this way.

Where a definite ordering is possible, we have the following result.

Theorem 57. If [φ1, D1] and [φ2, D2] are two realisations of the same dissipa-
tive system, then [φ1, D1] ≺ [φ2, D2] iff φ1(x) ≤ φ2(x) for all x.

Proof. This follows directly from equation 13. �

This makes sense intuitively if we interpret φ1(x) ≤ φ2(x) as meaning that
[φ1, D1] has a smaller storage capacity than [φ2, D2]. Thus, the first realisation has
more of a tendency to dissipate energy as soon as it arrives, rather than storing it
for later.

As an example, consider the first order system with state equations

dx

dt
= −x+ u

y = x+
1

2
u

This system is (0, 12 , 0) dissipative. That is, it is passive. Applying the criteria of

Chapter 3, we find that the available storage is φa(x) =
(2−

√
3)

2 x2 and the required

supply is φr(x) =
(2+

√
3)

2 x2. Thus, every quadratic storage function has the form
1
2Cx

2, where (2−
√
3) ≤ C ≤ (2+

√
3). (There might also be non-quadratic storage

functions, but if so these are more difficult to find.) The dissipation function is
then

D1(x0, u, 0, T ) =

∫ T

0

[
Cx2 + (1− C)ux+

1

2
u2

]
dt

=

∫ T

0

[
C (x− γu)

2
+Ru2

]
dt

where γ = C−1
2C and R = 1

2 − Cγ2. Note that R ≥ 0 iff (2 −
√
3) ≤ C ≤ (2 +

√
3),

and R = 0 at the two extremes of the range. For values of C outside this range, it
is possible to make the “dissipation” negative. That would correspond to finding a
realisation that was externally dissipative but internally non-dissipative.

For a given value of C, it is a meaningful exercise to find that u that will
minimise this expression for the dissipation. For small C, the low-dissipation tra-
jectories turn out to be those for which ‖x‖ is decreasing, and for large C the

opposite is true. In the extreme case C = (2 +
√
3), where the storage function is

the required supply, it turns out to be possible to drive the state from the origin
to any desired final state with an arbitrarily small amount of dissipation, although
driving the state back to the origin creates a non-negligible amount of dissipation.
At the opposite extreme, the storage function is the available energy. In that case
we must expend a non-negligible amount of energy to get from the origin to a de-
sired state, but from there we can extract all of the stored energy with negligible
dissipation.

To provide a physical example, suppose that the system is an electrical circuit,
where u is the input current and y is the voltage at the terminals. A realisation
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Figure 1. Realisation of a passive circuit

where the stored energy is 1
2Cx

2 can be found by letting x be a capacitor voltage,
and then expressing x as the sum of two voltage drops. The result is shown in Figure
1. The power dissipated in the two resistors is obviously Ru2 and C (x− γu)

2

respectively, which agrees with the expression for D1(x0, u, 0, T ).
Note that this realisation uses a gyrator, a non-reciprocal component. In the

special case C = 1 the gyrator disappears, and we have a much simpler internally
reciprocal circuit. In this book we have not paid any attention to the relationship
between internal and external reciprocity, but this subject is covered — although
only for linear systems — in the treatment by Willems [Wil72]. The extension of
the concept of reciprocity to nonlinear systems is still a poorly understood problem.

For linear systems, we can give a transfer function interpretation to the concept
of dissipation delay. For our example, we can define two “dissipation outputs”

y1 =
√
Ru

y2 =
√
C(x− γu)

In our electrical circuit, these are normalised versions of the two resistor currents.
Let Y1(s), Y2(s), and U(s) be the Laplace transforms of the corresponding time-
domain variables. Then

[
Y1(s)
Y2(s)

]
=

[ √
R√
C (1−γ)−γs

1+s

]
U(s) = V (s)U(s)

As C varies from (2 −
√
3) to (2 +

√
3), γ varies monotonically from − 1

2 (
√
3 + 1)

to + 1
2 (
√
3 − 1). As a result, the phase lag of Y2(s) with respect to U(s) increases

monotonically with C. This gives us a connection between dissipation delay and
phase lag. But we also have

V (−s)TV (s) =
1

2
+

1

1− s2
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which does not depend on C. This independence is what we should expect from
Lemma 13. The net dissipation rate for a periodic motion is the same for all
realisations. Only the phase delay differs from one realisation to another.

The extension of these ideas from one example to the general linear case is left
as an interesting — and rather challenging — exercise for the reader.

5. A structure result

A well-known result in linear circuit theory is that a passive circuit can be
decomposed as an interconnection of a lossless part (the inductors and capacitors)
and a memoryless part. In this section we are going to demonstrate a similar
decomposition for an arbitrary passive system. This extends a result of [AM75]
for the case of state equations that were linear in the control. In hindsight, it
appears that that restriction was unnecessary.

Suppose that we have a system with state equations

dx

dt
= F (x(t), u(t))

y(t) = H(x(t), u(t))

Passivity is the same as (0, 12I, 0) dissipativeness; we have included the factor 1
2 to

make our results more consistent with circuit theory. Let us assume that we have
a differentiable storage function. The differential form of the dissipation inequality
is then

HTu−∇φTF ≥ 0

To get our result, we need to assume that the map x→ ∇φ(x) is invertible. That is,
that there exist functions A(·) and B(·) such that A(∇φ(x)) = x and ∇φ(B(x))) =
x. (Under these conditions, it is then easy to show that A(·) and B(·) are the
same function.) For linear systems, the invertibility follows from requiring that the
state space representation be minimal. For nonlinear systems, we require a case-by-
case analysis. We conjecture that convexity of the storage function is a sufficient
condition for invertibility of the gradient.

Let us define a subsystem

dx

dt
= u1

y1 = ∇φ(x)
This subsystem is (0, 12I, 0) lossless. To see why, observe that

∫ t1

t0

uT1 (t)y1(t)dt =

∫ t1

t0

d

dt
φ(x(t))dt = φ(x(t1))− φ(x(t0))

Now, let us define a second memoryless subsystem, with input

[
u
u2

]
and output

[
y
y2

]
, defined by the equations

[
y
y2

]
=

[
H(A(u2), u)
−F (A(u2), u)

]

Next, let us interconnect the two subsystems via the equations

[
u1
u2

]
=

[
0 −1
1 0

] [
y1
y2

]

Observe that
[
yT1 yT2

] [ u1
u2

]
= 0



5. A STRUCTURE RESULT 107

Figure 2. Structural decomposition of a passive system

That means that this is a neutral interconnection, in the sense that it is passive,
memoryless, and lossless. In control theory terms, it is a simple feedback connection.
In circuit theory terms, it is a direct connection between the first subsystem and
the “2” port of the second subsystem, in such a way that the voltages are equal
and the current out of one subsystem is equal to the current into the other.

Putting these equations together, we get an overall result

dx

dt
= −y2 = F (x, u)

y = H(x, u)

which confirms that the interconnection of the two subsystems is a realisation of
the original state equations. To complete the analysis, observe that

[
y y2

] [ u
u2

]
= yTu+ yT2 y1 = HTu−∇φ(x)TF ≥ 0

That means that our second subsystem is passive.
The conclusion is that our original passive system can be realised as a neutral

connection of a lossless subsystem and a memoryless passive subsystem.
To get a circuit theory interpretation of this result, observe that the intercon-

nection equation describes a cascade connection of subsystem 2 (the memoryless
subsystem) and subsystem 1 (the lossless subsystem). The interconnection equa-
tions u2 = y1 and u1 = −y2 suggest that u2 and y1 are voltages and u1 and y2 are
currents. This in turn suggests that subsystem 1 is a capacitor bank. That, how-
ever, is just one possible interpretation. It is equally possible to label the variables
in such a way that the lossless subsystem is an inductor bank. An interesting, and
so far unsolved, problem would be to allocate the voltage/current port variables in
such a way that each subsystem is a reciprocal circuit.

The result in this section is for passive systems only. For more general dissi-
pative systems, we cannot get a comparable result until we can devise a suitable
definition for the concept of a “neutral interconnection”. This is still an unsolved
problem.





APPENDIX A

Some useful matrix results

In this appendix we look at some special classes of matrix, classes that are
important in the analysis of interconnected systems. We want to look at two special
classes of matrices: M-matrices, and quasidominant matrices. They both have a
special “diagonal dominance” property.

In this appendix (although not in the rest of this book) we are particularly
concerned with matrices and vectors whose entries have specified sign patterns. We
therefore need the following notation. For a row or column vector x, the condition
x > 0 means that all elements of x are real and positive, and x ≥ 0 means that all
elements of x are real and nonnegative. Similarly, x < 0 means −x > 0, and x ≤ 0
means −x ≥ 0. For a square matrix, A > 0 instead means that A is symmetric and
positive definite. The determinant of a matrix will be written as detA, while |A|
will mean the matrix obtained from A by replacing each element by its absolute
value. A signature matrix is a diagonal matrix whose diagonal elements are either
+1 or −1.

A row permutation of a matrix A is a reordering of its rows. A simple row per-
mutation, where exactly two rows are swapped, can be obtained by premultiplying
by a permutation matrix

P =




I
...

. . .
... 0

· · · 0
. . . 1 · · ·

. . .
... I

...
. . .

· · · 1 · · · 0 · · ·
0

...
. . .

... I




Any other row permutation can be achieved with a product of such matrices. A per-
mutation matrix has the property P−1 = P , and the determinant of a permutation
matrix is either +1 or −1.

A column permutation is produced in the same way, except that we postmul-
tiply by the permutation matrix.

A simple permutation of a square matrix multiplies its determinant by −1. An
even number of simple permutations leaves the determinant unchanged. In this
appendix we will be only interested in the sort of permutation expressed by PAP ,
where the columns are permuted in exactly the same way as the rows. This, being
a net even number of simple permutations, leaves the determinant unchanged.

Let a set J be some non-empty subset of the index set {1, 2, ....N}, where N
is the number of rows (and columns) of the square matrix A under consideration.
Then we define A(J) to be the smaller matrix obtained from A by deleting row i
and column i, for every i /∈ J . The principal submatrices of A are, by definition,
the collection of all the A(J), where J ranges over every non-empty subset of the
index set. (This includes A itself.) The principal minors of A are the determinants
of all the principal submatrices of A.

109
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For a permutation matrix P , it is easy to see that (PAP )(J) is equal to
P (J)A(J)P (J), and that P (J) is itself a permutation matrix. From this it follows
that the principal minors of PAP are identical to those of A, although probably
enumerated in a different order.

1. A duality result

Let us temporarily move away from square matrices to look at an existence
theorem. The relevance of this to matrices with positive principal minors, and
thus to stability criteria, will not be immediately clear, but the main result of this
section will become important in the following section.

In this section, we will be interested in real matrices, not necessarily square,
which have either of the following properties:

• There exists x > 0 such that Ax > 0.
• There does not exist any y ≥ 0 with y 6= 0 such that AT y ≤ 0.

It will turn out that these two conditions are equivalent. For the sake of clarity,
we shall break the proof of this into two parts.

Lemma 14. If matrix A has the property that there exists some x > 0 such that
Ax > 0, then there does not exist any y ≥ 0 with y 6= 0 such that AT y ≤ 0.

Proof. Suppose that there exists an x > 0 such that Ax > 0, and also a
nonzero y ≥ 0 such that AT y ≤ 0. The fact that Ax > 0 and y ≥ 0 means
that xTAT y ≥ 0, with equality only if y = 0. On the other hand, x > 0 and
AT y ≤ 0 implies xTAT y ≤ 0. These two conflicting inequalities together imply
that y = 0. �

Lemma 15. If there does not exist any nonzero y ≥ 0 such that AT y ≤ 0, then
there exists some x > 0 such that Ax > 0.

Proof. For the sake of considering all possible cases, suppose first that A = 0.
In that case AT y ≤ 0 for any nonzero y ≥ 0, and Ax > 0 can never be satisfied, so
the statement of the lemma is vacuously true.

Consider next the case where A has a single row; that is, where A = bT for
some nonzero column vector b. In this case y is a scalar, AT y = by is a vector, and
so the condition AT y ≤ 0 for nonzero y ≥ 0 reduces to saying that all entries of b
are nonpositive. The converse, that there does not exist any nonzero y ≥ 0 such
that AT y ≤ 0, is the condition that there exists at least one component of b, say
bk, which is positive. In that case, Ax = bTx can be made positive by choosing xk
large and the other components of x small but positive.

Now we can proceed by induction on the number of rows of A. Let

A =

[
A1

bT

]

where b is a column vector. Then

AT y =
[
AT

1 b
] [ y1

y2

]
= AT

1 y1 + by2

where y2 is a scalar, and

Ax =

[
A1x
bTx

]

If there does not exist any x > 0 such that Ax > 0, then there are two possibilities:
either there does not exist any x > 0 such that A1x > 0, or there does not exist
any x > 0 such that bTx > 0. (Or both, of course.) Let us take the simplest case
first. If there is no x > 0 such that bTx > 0, then b ≤ 0. In that case we may
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choose y1 = 0, y2 > 0 as a demonstration that there exists a nonzero y ≥ 0 such
that AT y ≤ 0, which proves our result.

In the remaining case the sign of by2 is uncertain, but this does not matter. By
the inductive hypothesis, the failure of a suitable x to exist implies that there exists
some nonzero y1 ≥ 0 such that AT

1 y1 ≤ 0. We may then set y2 = 0 to complete the
inductive step. �

Putting these two results together, we have our duality result.

Theorem 58. For a real, not necessarily square, matrix A, the following two
statements are equivalent.

• There exists x > 0 such that Ax > 0.
• There does not exist any y ≥ 0 with y 6= 0 such that AT y ≤ 0.

Proof. This is simply a restatement of Lemmas 14 and 15. �

Duality results similar to this have been around for a long time. In fact, it turns
out that Lemma 15 can also be derived from an early result by Stiemke [Sti15] on
the existence of solutions to linear homogenous equations.

2. Matrices with positive principal minors

There has been considerable interest over the years in conditions that will guar-
antee that all principal minors of a real square matrix are positive. For a symmetric
matrix the answer is well-known: the matrix has positive principal minors iff the
matrix is positive definite. For not necessarily symmetric matrices the answer is
less simple. A number of ways of looking at the question were presented by Fiedler
and Pták [FP62]. Here we want to look at one extra approach which is particularly
useful as a lead-in to the later results in this Appendix.

In some of the literature, a real square matrix, all of whose principal minors
are positive, is called a P-matrix. It is convenient to adopt that terminology here.

Our first result is by Gale and Nikaidô [GN65].

Lemma 16. If A is a P-matrix, then the inequalities Ax ≤ 0, x ≥ 0 have only
the trivial solution x = 0.

Proof. The result is obvious for a 1×1 matrix, so let us proceed by induction.
If A is a P-matrix, then the diagonal entries of A−1 are positive. (This is a direct
consequence of Cramer’s rule for inverting a matrix.) That means that every column
of A−1 has at least one positive entry. Let b be the first column of A−1, and suppose
that we have an x ≥ 0 such that Ax ≤ 0. Define α to be the minimum value of xi

bi
,

where the minimum is taken over those i for which bi > 0, and let k be the value
of i for which the minimum is attained. (Note that α ≥ 0.) Then we have xi ≥ αbi
for all i, including those i for which bi ≤ 0. That is, z ≥ 0, where z = x− αb.

Now observe that, because b is the first column of A−1, Ab = e1, where e1 is
the unit vector

e1 =




1
0
...
0




From this it follows that Az = Ax− αAb = Ax− αe1 ≤ 0.
Observe that, because zk is zero, column k of A has no effect on the calculation

of Az. Define Â to be the principal submatrix of A formed by deleting row and

column k, and define ẑ to be z with row k deleted. Then clearly ẑ ≥ 0 and Âẑ ≤ 0.

From the inductive hypothesis, and because Â is also a P-matrix, it follows that
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ẑ = 0 and therefore z = 0. Then Ax = Az + αe1 = αe1, from which it follows that
Ax ≥ 0. However, we have already asserted that Ax ≤ 0, so the only possibility is
Ax = 0. Since A is nonsingular, we must have x = 0. �

This leads to a very interesting fact.

Theorem 59. If A is a P-matrix, then there exists an x > 0 such that Ax > 0.

Proof. This is a combination of the results of Lemma 16 and Theorem 58. �

The above theorem appears to be widely known, but one rarely sees a proof.
It appears that Gale and Nikaidô [GN65] were the first to come up with a proof.

We are now in a position to move to an “if and only if” characterisation. The
following theorem is taken from [Moy77].

Theorem 60. A real square matrix A is a P-matrix iff, for every signature
matrix S, there exists a vector x > 0 such that SASx > 0.

Proof. If A is a P-matrix, Theorem 59 shows that there exists an x > 0 such
that Ax > 0. Since the principal minors of SAS are identical with those of A, this
proves half of the theorem.

For the converse, suppose that for each S there exists an x > 0 such that
SASx > 0. Note that (SAS)ij = σiσjAij , where σi = ±1 for each i. If we
arbitrarily choose σi = +1, the condition implies

Aiixi +
∑

j 6=i

σjAijxj > 0

This must hold for any combination of the σj , although the x is allowed to be
different for different signature matrices. Let us pick the “worst case” value σj =
−sgnAij , giving

Aiixi >
∑

j 6=i

|Aij |xj

(If Aij = 0, the choice of σj is irrelevant.) This tells us that Aii > 0. That is, all 1×1
principal minors are positive. We can now complete the proof by induction. Let
us suppose that it is known that all m×m principal minors are positive. Partition
the matrix A as

A =



A11 A12 a13
A21 A22 a23
a31 a32 a33


 l m

l 1

where A22 is an m×m matrix, a33 is a scalar, and the remaining submatrices are
consistent with that partitioning. (In some cases, A11 has zero rows and columns.
You may verify that this does not invalidate the following calculations.) Choose
the signature matrix

S =



S1 0 0
0 S2 0
0 0 1




such that
(
a32A

−1
22 − a31

)
S1 ≥ 0 and

(
−a32A−1

22

)
S2 ≥ 0. Notice that, by the in-

ductive hypothesis, detA22 > 0 and therefore A22 is invertible. Now by assumption
we have some

x =



x1
x2
x3


 > 0

such that

SASx =



S1A11S1 S1A12S2 S1a13
S2A21S1 S2A22S2 S2a23
a31S1 a32S2 a33





x1
x2
x3


 ,



y1
y2
y3


 > 0
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Eliminating x2, we obtain
(
a33 − a32A

−1
22 a23

)
x3 = y3 +

(
a32A

−1
22 a23 − a31

)
S1x1 − a32A

−1
22 S2y2

Because of our choice of signature matrix, all terms on the right of this equation
have nonnegative entries, and of course x3 > 0. It follows that a33−a32A−1

22 a23 > 0.
This means that

det

[
A22 a23
a32 a33

]
=

(
a33 − a32A

−1
22 a23

)
detA22 > 0

That is, this particular (m + 1) × (m + 1) principal minor is positive. The proof
may be completed by permuting the rows and columns of A, so that the above
argument applies to any (m+1)× (m+1) principal minor. It is easy to show that
such permutations — provided that the column permutations are exactly the same
as the row permutations — do not change the assumptions of the theorem, apart
from changing the obvious array subscripts. �

This theorem gives conditions that are both necessary and sufficient for a ma-
trix to have positive principal minors. In the following sections we will focus on
conditions that are sufficient but easier to check.

3. Quasidominant matrices

Let us now look at a class of matrix that is very closely related to P-matrices.

Definition 22. Let A be a square real matrix. Then A is called quasidominant
iff there exists a vector d > 0 such that, for all i,

diaii >
∑

j 6=i

dj |aij |

The relationship to diagonal dominance should be obvious. A matrix is quasi-
dominant iff there exists a way to scale the columns that makes the result diagonally
dominant. Less obviously, we can do the same thing by scaling the rows. The M-
matrix test for quasidominance, to be given in the following section, implies that if
A is quasidominant then so is AT .

Quasidominant matrices have the following interesting property.

Theorem 61. A real square matrix A is quasidominant iff there exists a vector
x > 0 such that SASx > 0 for every signature matrix S.

Proof. The condition SASx > 0 may be written as

aiixi > −
∑

j 6=i

siisjjaijxj

where siisjj = ±1. If the inequality is to hold for every choice of the siisjj , then it
is clearly equivalent to the condition

aiixi >
∑

j 6=i

|aij |xj

which is the quasidominance condition. �

At first sight, it is difficult to see the difference between Theorem 60 and The-
orem 61. The difference is this: in Theorem 61, the same x must work for any
signature matrix S. The more general theorem permits a different x for each S.
Comparing the two results, it is clear that all principal minors of a quasidominant
matrix are positive; but the converse is not true. Note also that every symmetric
quasidominant matrix must be positive definite.

We have not yet shown that these results have any relevance to systems theory.
Our most important result is the following.
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Theorem 62. If a square matrix F is quasidominant, then there exists a di-
agonal P > 0 such that PF + FTP > 0.

Proof. Let x > 0 and y > 0 be such that SFSx > 0 and SFTSy > 0 for any
signature matrix S. Let P be a diagonal matrix with diagonal entries Pii = yi/xi.
Then, using the fact that diagonal matrices commute with each other,

S
(
PF + FTP

)
Sx = PSFSx+ SFTSPx = PSFSx+ SFTSy > 0

This proves that PF +FTP is quasidominant, and therefore has positive principal
minors. Since it is symmetric, it is positive definite. �

A similar result, but only for M-matrices — see below — was given by Tartar
[Tar71] and Araki [Ara75].

4. M-matrices

Consider the set of real square matrices whose diagonal entries are positive and
whose off-diagonal entries are nonpositive. M-matrices are a subset of this set: a
matrix with this special sign pattern is an M-matrix iff all of its principal minors
are positive. Equivalently, an M-matrix is a P-matrix with a special sign pattern.
M-matrices have a number of interesting properties. Let us begin with one of the
most basic results.

Theorem 63. If a real square matrix M has the sign pattern required of an
M-matrix, then it is an M-matrix iff there exists a vector x > 0 such that Mx > 0.

Proof. If all principal minors of M are positive, the existence of a suitable x
follows by setting S = I in Theorem 60. For the converse, note that the condition
Mx > 0 gives

ximii +
∑

j 6=i

xjmij > 0

But mij ≤ 0 for all j 6= i, so that

ximii >
∑

j 6=i

xj |mij |

which is the definition of quasidominance. Since M is quasidominant, it follows
from Theorem 61 that all of its principal minors are positive. �

This theorem has an obvious corollary.

Theorem 64. If a real square matrix M has the sign pattern required of an
M-matrix, then it is an M-matrix iff it is quasidominant.

Proof. If M is an M-matrix, then there exists x > 0 such that Mx > 0. The
reasoning in the proof of the previous theorem then shows thatM is quasidominant.
Conversely, if M is quasidominant, then all of its principal minors are positive. �

The relationship of M-matrices to quasidominant matrices is now obvious. For

any real square matrix A, let a derived matrix Â be defined by Âii = Aii, and

Âij = − |Aij |for j 6= i. Obviously A is quasidominant iff Â is quasidominant. It

then follows from Theorem 64 that A is quasidominant iff Â is an M-matrix. This,
in fact, is the easiest way to check a matrix for quasidominance.

It turns out that the inverse of an M-matrix is a matrix whose entries are all
nonnegative. To show this, we first need a preliminary result.
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Lemma 17. Let an M-matrix M be partitioned as

M =

[
M11 m12

m21 m22

]

where m22 is a scalar. Then M11 − 1
m22

m12m21 is also an M-matrix.

Proof. Since all principal minors of M are positive, then certainly m22 is
positive. Let x > 0 be chosen such that Mx > 0. With the obvious partitioning,
we have

M11x1 +m12x2 = y1 > 0

m21x1 +m22x2 = y2 > 0

Eliminating x2, we get
(
M11 −

1

m22
m12m21

)
x1 = y1 −

1

m22
m12y2 > 0

where the final inequality comes from the fact that −m12 ≥ 0. (Off-diagonal
elements of an M-matrix are nonpositive.) The result then follows from Theorem
63. �

Now we can present the properties of an M-matrix the way they are usually
presented.

Theorem 65. For a real square matrix M with mij ≤ 0 for all j 6= i, the
following conditions are equivalent.

(1) All principal minors of M are positive.
(2) There exists a vector x > 0 such that Mx > 0.
(3) There exists a vector y > 0 such that MT y > 0.
(4) M is nonsingular, and all entries of M−1 are nonnegative.

Proof. The equivalence of 1 and 2 was shown in Theorem 63. To see that 4
implies 2, choose any z > 0 and let x = M−1z; then obviously x > 0 if all entries
of M−1 are nonnegative. By an almost identical argument, 4 implies 3. The proof
that 1 implies 4 can be done by induction on the size of M . Suppose that we have
shown that the result is true for M-matrices of size k × k. (The proof for k = 1 is
obvious.) Now consider a (k + 1)× (k + 1) matrix of the form

M =

[
M11 m12

m21 m22

]

where m22 is a scalar. The inverse of M is given by

M−1 =

[
A−1 − 1

m22

A−1m12

− 1
m22

m21A
−1 1

m22

(1 + 1
m22

m21A
−1m12)

]

where A = M11 − 1
m22

m12m21. By Lemma 17, A is an M-matrix, and therefore

invertible. By the inductive hypothesis, all entries of A−1 are nonnegative. Notice
also, because of the sign pattern of an M-matrix, we have m22 > 0, m12 ≤ 0, and
m21 ≤ 0. Clearly, then, all entries of M−1 are nonnegative. This concludes the
proof. �

M-matrices were first introduced by Ostrowski. Alternative proofs of the equiv-
alence of the four conditions may be found in [Nik68], or in the detailed coverage
by Fiedler and Pták [FP62]. Araki [Ara75] was probably the first to show the
relevance of M-matrices to systems and control theory.

In what follows, we will also need the following property.

Lemma 18. If A− I is an M-matrix, then I − A−1 is also an M-matrix.
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Proof. Since the only difference between A and A − I is that A has larger
diagonal elements, A is also an M-matrix. That means that A is invertible, and all
the elements of A−1 are nonnegative. Because A− I is an M-matrix, then exists a
vector x > 0 such that (A − I)x = u > 0. That means that (I − A−1)x = A−1u.
The right side is nonnegative because A−1 has nonnegative entries. Finally, I−A−1

is nonsingular, because if it were singular then A− I would be singular. �

One important application of these results to systems theory is Theorem 62.
For a comparable finite gain result, we have the following.

Lemma 19. If A is a square matrix all of whose entries are nonnegative, and
I − A is an M-matrix, then there exists a diagonal P > 0 such that P − ATPA is
an M-matrix, and therefore P −ATPA > 0.

Proof. If I−A is an M-matrix, then there exist vectors x > 0 and y > 0 such
that (I − A)x = u > 0 and (I − AT )y = v > 0. Define P = diag {yi/xi}, so that
Px = y. Then

(P −ATPA)x = y −ATPAx = y −ATPx+ATP (I −A)x

= v +ATu

which is a positive vector because all entries of A are nonnegative. All off-diagonal
elements of P−ATPA are nonpositive, therefore it is an M-matrix; and a symmetric
M-matrix is positive definite. �

The usefulness of this result is a little restricted because of the restriction on
the sign of the elements of A. Fortunately we can remove this restriction, as follows.

Theorem 66. If I − |A| is an M-matrix, then there exists a diagonal P > 0
such that P −ATPA > 0.

Proof. Note that

(
P −ATPA

)
ij
=





Pii −
∑
k

AkiPkkAki if j = i

−∑
k

AkiPkkAkj if j 6= i

so that a sign change in any Aij will have no effect on the diagonal elements, and
will leave the off-diagonal elements no greater in magnitude than for the case where

all the Aij are positive. It follows that, if P −|A|T P |A| is an M-matrix, P −ATPA
must be quasidominant.

If I − |A| is an M-matrix, then from Lemma 19 there exists a diagonal P

such that P − |A|T P |A| > 0. The sign pattern of this matrix shows that, if it
is positive definite, it is an M-matrix. That means that the matrix P − ATPA is
quasidominant. Since it is symmetric, it is positive definite. �

We can also get a result which is the symmetric partner of Lemma 19.

Lemma 20. If A− I is an M-matrix, then there exists a diagonal P > 0 such
that ATPA− P > 0. In addition, BTPB − P > 0 for the same P and any B such
that

bii ≥ aii for all i

0 ≥ bij ≥ aij for all j 6= i

Proof. If A − I is an M-matrix, then from Lemma 18 I − A−1 is an M-
matrix. Lemma 19 then implies that there exists a diagonal P > 0 such that

P −
(
A−1

)T
PA−1 > 0. Multiplying out the A−1, we get ATPA − P > 0. The

second part of the result follows from seeing that both A and B are M-matrices,
that all elements of A−1 and B−1 are nonnegative, and that all elements of B−1
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are no greater than the corresponding elements of A−1. The details may be found
in [Ara74]. �

Our next two results are minor variants of Lemmas 19 and 20.

Theorem 67. If B is a real square matrix all of whose entries are nonnegative,
and if K > 0 is a diagonal matrix sufficiently large that K − B is an M-matrix,
then there exists a diagonal D > 0 such that BTDB < DK2.

Proof. From the definition of quasidominance, or otherwise, it is easy to see
that I−K−1B is an M-matrix. From Lemma 19, there exists a diagonal P > 0 such
that P −BTK−1PK−1B > 0. Setting D = PK−2, we have the desired result. �

Theorem 68. Let (−B) be an M-matrix, and let K > 0 be any diagonal matrix
such that (−B−K) is also an M-matrix. Then there exists a diagonal D > 0 such
that BTDB −DK2 > 0. Further, for the same D and K we have

B̃TDB̃ −DK2 > 0

for any B̃ =
[
b̃ij

]
that satisfies

b̃ii ≤ bii < 0 for all i

0 < b̃ij ≤ bij for all j 6= i

Proof. Reasoning as before, (−K−1B − I) is an M-matrix, so from Lemma

20 there exists a diagonal P > 0 such that
(
K−1B

)T
PK−1B − P > 0. Setting

D = PK−2, we have the first part of the result. For the remainder, observe that

the matrix
(
−K−1B̃

)
satisfies the conditions of the corresponding part of Lemma

20. �

5. Transformations

From the preceding results, it is clear that we often want to find a diagonal
P > 0 such that a certain condition is satisfied. (It would be easier if P did not
have to be diagonal, but we do not have that luxury.) The conditions provided by
our theorems are sufficient but not necessary conditions. Can we do better?

It is easy to show that if we define F = (I − A)(I + A)−1, or conversely
A = (I + F )−1(I − F ), then PF + FTP > 0 if and only if P − ATPA > 0. That
means that if a matrix fails to satisfy one of our sufficiency tests, we have the option
of applying a transformation and then checking a different test. If that too fails,
we can try other transformations like F = (I +A)(I −A)−1 or A = eF .

More complex inequalities can also be reduced to one of the basic forms PF +
FTP > 0 or P−ATPA > 0 by simple transformations. For example, the inequality

XTPΣX − Y TPΣY > 0

(where P and Σ are both diagonal) can be reduced to a simpler form by setting
F = Σ(X − Y )(X + Y )−1. If Σ is a unit matrix and X is invertible, a different
simplification appears after setting A = Y X−1.
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